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1. Introduction

MMS work item description already includes streaming as one of the target area for R00. Streaming would enhance MMS in many use cases and very important example in this case is large multimedia content. Store-and-forward approach of MMS should be still valid for MMS streaming. This way, streaming in MMS differs from streaming in other real-time multimedia application like videotelephony or multimedia telephony. So, the assumption is the subjected media will be stored in media server and delivered later on to the target terminal depending on the resource availability, pre-configured agreement and/or demand.

Two very important functionality within streaming are streaming control and media transport. Streaming control takes care of establishing, managing and terminating a streaming session with a negotiated/pre-configured set of parameter values, while media transport deals with transporting media during the established session using agreed parameter values. Message control functionality is required on top of these two layers for incorporating streaming with MMS and the situation is described as blocks in Figure 1. Here, the message control part should be in-line with existing and forthcoming non-streaming multimedia messaging protocol, e.g. WAP. Media codecs and presentation are two other important issues to be addressed for introducing streaming in MMS. This document describes the scope for inclusion of streaming in MMS using related existing protocols and agreed understandings, which would/should focus our attention to specific points for further study and, thus, to modify and improve MMS.

[image: image1.wmf]
Figure 1: Different main layers of functionality for incorporating streaming with MMS

2. Streaming Cases in MMS

The very general and simplified concept of using streaming in MMS is shown in terms of flow of information in Figure 2. Here, a mobile terminal (sending) is equipped with video-camera or microphone and wants to play a captured audio/video clip in another mobile terminal (receiving), equipped with right presentation method and equipment. In the first phase, the sending terminal establishes a streaming session with a serving media (streaming) server and stores the captured clip to an agreed location of the server – media up-load. During the second phase, the sending terminal sends an initiation message to MMS server. The server maps the message to notification message and sends it to the receiving terminal. The initiation/notification message should include all information – presentation description (network address, media type, encoding, transport protocol, etc.), required for invoking another streaming session by the receiving terminal with the media server. In the third phase, the receiving terminal will establish a streaming session, based on the parameter received in the notification message, with the server and the server will play the clip in the terminal – media download. Media and MMS servers could be coupled or separated into different entity in the network in real life depending on situation. In both the cases of media up-loading and downloading, conventional non-streaming MMS approach could replace streaming depending on the available memory size in the terminals, user-demand and some other related factors.
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Figure 2: Simplified scenario for general case of MMS based on of end-to-end streaming

One subset of this general case is when the media is already stored in the media server and the sender knows the presentation description of the media clip. The first phase of the concept would not be required in this case and rest of the concept should be enough to cover this case. One useful example of this use case is downloading clip provided by commercial content provider. The provider could update the media server by any means and notify the recipient about new clips of interest using MMS. The idea of this use case is shown in Figure 3. Another use case in this regard is forwarding one media clip by a terminal, which have just received it from different end.
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Figure 3: An example of using streaming with MMS for commercial news broadcasting

In either of these use cases, if the presentation description is stored in any of these servers, the notification to the receiving terminal should point that particular server and access mechanism to retrieve the presentation description. The receiving terminal would retrieve the presentation description from the pointed-server using the mentioned access mechanism first. The retrieved presentation description would guide the terminal to invoke phase three of the process to play the clip in the terminal.

3. Different Issues of Streaming

All important issues about streaming are discussed one by one in following sub-sections:

3.1. Streaming Control

RTSP (Real Time Streaming Protocol) is a client-server multimedia presentation protocol to enable controlled delivery of streamed multimedia data over IP network. It is an application-level protocol (extended from HTTP to handle streaming) and can work on either TCP or UDP and it provides scope to use RTP/UDP or any other protocol in lower level for media transport. It has defined set of methods to control streamed audio or video. Important methods in this regard are OPTIONS, DESCRIBE, ANNOUNCE, SETUP, PLAY, PAUSE, TEARDOWN, REDIRECT and RECORD. These methods are briefly outlined below. Requirement of these methods in RTSP is stated in bracket, as found in corresponding RFC. Method RECORD and PLAY could be used, with other basic methods, in phase 1 and 3 of the general situation described in section 2. If RTSP is used for streaming in MMS as shown in figure 2, SETUP, PLAY, RECORD and TEARDOWN belong to the minimum set of methods required to be supported.

· OPTIONS (required): The client or the server tells the other party the options it can accept. 

· DESCRIBE (recommended): The client retrieves the description of a presentation or media object identified by the request URL from the server. 

· ANNOUNCE (optional): When sent from client to server, ANNOUNCE posts the description of a presentation or media object identified by the request URL to a server. When sent from server to client, ANNOUNCE updates the session description in real-time. 

· SETUP (required): The client asks the server to allocate resources for a stream and start an RTSP session. 

· PLAY (required): The client asks the server to start sending data on a stream allocated via SETUP. A successful acknowledgement of an outstanding SETUP request is pre-requisit for issuing PLAY request from any client. 

· PAUSE (recommended): The client temporarily halts the stream delivery (playback and recording) without freeing server resources. 

· TEARDOWN (required): The client asks the server to stop delivery of the specified stream and free the resources associated with it. 

· REDIRECT (optional): The server informs the clients that it must connect to another server location. The mandatory location header indicates the URL the client should connect to. 

· RECORD (optional): The client initiates recording a range of media data according to the presentation description. 

HTTP is also used sometimes for controlling stream. It is tied with TCP as transport protocol. This way, its use is limited to unicast only and subjected to longer delay. TCP related issues are also discussed in the next section. HTTP has corresponding method PUT and GET, that could be used for media up-loading and downloading purpose. PUT is not usually implemented. HTTP does not have any method like PAUSE. HTTP is thus limited in providing required control for streaming.

3.2. Media Transport

UDP (User Datagram Protocol) is a connectionless lightweight transport protocol with less latency. UDP discards any datagram received with errors in its header and does not guarantee either the transport of any datagram or sequential transmission. Thus, it is suitable for real-time or streaming application with good network condition. Errors could be very much visible due to loss of information in UDP while working in error-prone atmosphere. Modified version, UDP-Lite, is under work as Internet Draft.

TCP (Transmission Control Protocol) is a connection oriented transport protocol. It ensures guaranteed and sequential transmission with the cost of longer latency and larger overhead. Requirement of retransmission might result fatal problem for TCP if the network is subjected to sudden higher error-rate. Multicasting is not possible with TCP. TCP could be used for streaming application if initial buffering time is not strict and media clip is short.

RTP is (Real-time Transport Protocol) purposely designed for real-time communication. The purpose was to provide timestamps and sequence number on top of UDP. Multicasting is possible, but there is no scope for recovering from data loss. RTP is designed to work in conjunction with the auxiliary control protocol RTCP (Real-time Control Protocol) to get feedback on quality of data transmission and information about participants in the on-going session. RTP/RTCP provides functionality and control mechanisms necessary for carrying real-time content, but RTP/RTCP itself is not responsible for the higher-level tasks like assembly and synchronisation. These have to be done at application level. Selected retransmission and forward error correction are proposed in RTP and the proposals are at Internet Draft level now.

Figure 4 shows different important information flow for playing a media clip in a client using RTSP session on top of RTP/RTCP as transport protocol. The session could be used for downloading media in phase 3.
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Figure 4: Important information flow of an RTSP play session on top of RTP/RTCP

3.3. Message Control – MMS Initiation and Notification

Conventional streaming protocols are designed to work between client and server and thus limited to when the question comes to work end-to-end. A control layer is required on top of streaming functionality to make it work end-to-end. This layer, as shown as message control in Figure 1, is subjected to handle user-interaction and control streaming accordingly. In the same way, the layer would realise streaming related required issues to the users and work as an interface between user and the streaming. This layer provides very important scope of linking streaming with MMS and that can be achieved only by making it compatible with non-streaming MMS solution. Existing non-streaming MMS protocol has scope to incorporate it via MMS server as shown in phase 2 of Figure 2. Slight changes might be required in this regard and it is for further study.

3.4. Media Codec

A set of media codecs should/could be defined for streaming under MMS and it is for further study. The idea should be in-line with the corresponding idea of having a set of media codecs for non-streaming MMS purpose. 

3.5. Presentation

Presentation of streamed media to the user is beyond the scope of this document. However, it is recommended to follow the presentation scheme defined for non-streaming MMS as well.

4. Conclusion

Based on the discussion in section 3.1, RTSP seems to fulfil the requirements most as streaming controller. Compromise on performance level is required upto certain extent in cases of using either RTP/UDP or TCP as media transport protocol. In any case, it is evident that phase 1 and 3 of the whole concept could be taken care of by existing protocols, e.g., IP, and, which provides good scope for interworking with Internet. Existing MMS protocol has scope to be used for end-to-end notification purpose in phase 2 and, thus, the concept remains compatible with non-streaming MMS case. Phase 1 and 3 are independent processes here and that allows it to approach real-time streaming situation depending on the intention of the receiver. The concept also provides the receiving-terminal with the flexibility to download the clip anytime or even to discard it, on top of other basic advantages of streaming like unlimited media clip, independence from memory size and processing power, and multicasting. It also addresses different cases where either/both media clip or/and presentation description is/are stored in server. Considering all these, it is proposed to accept the 3-phase concept as an assumption for further study and discussion in incorporating streaming with MMS.  
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