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1
Decision/action requested

It is proposed to approve this key issue in TR 33.898
2
References

3
Rationale

The contribution proposes a new KI for AIML model privacy protection.

4
Detailed proposals
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5.X
Key Issue #X: Federated Learning AIML model privacy protection

5.X.1
Key issue details

Federated learning (FL) introduces potentially more serious threats than the regular AI/ML: The uploaded model by AI/ML client can contain privacy info of the training UE, and the downloaded aggregated model for the next training cycle can contain privacy info of other UEs. Therefore, the KI is to provide a mechanism to screen the intermediate model in both directions.

In addition, there are different privacy laws that control the privacy information flows as pointed out by [zz]. The UEs and AS may be in different legal district with different privacy laws. Therefore, the privacy information included into the intermediate model trained by a AIML participating UE in one jurisdiction area cannot be sent to the AS in another jurisdiction area without operator’s AIML infrastructure scrutinization based on the local privacy policy/laws. It may be considered privacy violation if the intermediate model containing privacy violation is sent to the AS. Therefore, 5GS AIML infrastructure has to be equipped with the system capability of the privacy protection of the intermediate FL model.
In summary, the following shall be considered for the privacy law/regulation/policy violation in the trained intermediate model by FL participating UE:

1.         The privacy violation and network information leaking in the trained intermediate model for AIML FL is the 5GC operator’s liability. The 5G operator is the victim if the attack happens and 5G operator has the final responsibility for the damages. 

2.         Take the privacy violation as an example, AIML AF has no way to know that the trained intermediate model submitted by UE contains privacy violation info before receiving them. However, it is too late when the AF receives the model that contains the privacy law/regulation/policy violation info, giving that the AF and UE/5GC may reside in different jurisdiction areas with different privacy law/regulations/policy. 5GC is the only place to make sure there is no privacy violation before the intermediate model can be sent to the AF for final aggregation.

3.         This study item targets the security measurements in the AIML enablement capabilities. To provide the AIML infrastructure from 5GC can increase operator’s revenue, but operator do not want to see the potential of their network security being breached as a cost.
This key issue aims to study the following issues: (i) how to evaluate and scrutinize the intermediate model submitted by the UE for AI/ML model privacy violation; (ii) how to minimize and mitigate privacy threats detected from an intermediate model.

5.X.2
Security threats

The intermediate model trained by the candidate UE to be submitted and integrated by the AS may contain private information that can be extracted later from the consolidated model using membership inference and data inference attacks [yy]. 

5.X.3
Potential security requirements

3GPP system shall provide capability to protect against AIML model privacy violation based on privacy law and policy.
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