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1. Introduction
Considering the fact that the FL/ML clients can be deployed on end devices like UEs, there is potentially a very large number of FL/ML clients that can participate in machine learning operations. Out of these potentially large number for FL/ML clients, a set of FL/ML clients can be selected for performing various machine learning tasks. Due to various factors like mobility, changing capabilities, varying resource conditions, etc, the set of UEs (hosting FL/ML clients) that can participate in federated / distributed learning changes over time and may change more frequently. Also, the model information that is exchanged between FL/ML clients and the machine learning servers could also be huge, considering the large machine learning models. So, there will be frequent need for changing the member FL/ML clients that can participate in federated/distributed machine learning operations and also frequently the need to distribute the model information. In such cases, it is highly resource (compute and network) intensive and performance overhead on machine learning servers (e.g VAL servers) to mange the AIML operations for federated and distributed machine learning mechanisms.
2. Reason for Change
It is essential to study on how the AIML enablement layer can provide assistance to the VAL server(s) to manage the federated learning related operations particularly on the dynamic member selection and distribution of model related information to the selected FL members. This pCR proposes a new KI on the assistance of model distribution to the FL clients.
3. Conclusions
<Conclusion part (optional)>
4. Proposal
It is proposed to agree the following changes to 3GPP TR 23.700-82 V0.2.0.


* * * First Change (All new text)* * * *
[bookmark: _Toc104797317][bookmark: _Toc122563636][bookmark: _Toc104878314][bookmark: _Toc151544819][bookmark: _Toc95120569]5.3	Key issue #3: Support for federated learning 
Federated Learning (FL) is a machine learning technique that enables multiple FL clients to train a model by exchanging the parameters instead of exchanging/sharing local data set. FL servers perform management of FL operations by maintaining and updating a global ML model, selecting and managing FL clients, performing aggregation strategies, scheduling training in a federated manner, and communicating with FL clients. FL clients provide various aspects of data for FL operations, such as data collection, data preparation, and using data for training and/or inferencing while communicating updates of ML models to FL servers. 
Further, Considering the fact that the FL/ML clients can be deployed on end devices like UEs, there is potentially a very large number of FL/ML clients that can participate in machine learning operations. Out of these potentially large number for FL/ML clients, a set of FL/ML clients can be selected for performing various machine learning tasks. Due to various factors like mobility, changing capabilities, varying resource conditions, etc, the set of UEs (hosting FL/ML clients) that can participate in federated / distributed learning changes over time and may change more frequently. Also, the model information that is exchanged between FL/ML clients and the machine learning servers could also be huge, considering the large machine learning models. So, there will be frequent need for changing the member FL/ML clients that can participate in federated/distributed machine learning operations and also frequently the need to distribute the model information.
This key issue will study:
1.	How to support federated learning at application enablement layers?
2. 	Identify procedures for supporting FL at the application enablement layer, including FL entity discovery, registration, communication, reporting.
3. 	Whether and how to support the data collection and preparation for FL in the application enablement layer?
4. 	Whether and how to support the management of FL groups (e.g., how to create and manage a group of FL members) during FL operations (e.g., training)? 
5.	Whether and how to support the application server for the distribution of the model information to the FL members/FL clients/ML clients for model training, considering the dynamically changing potential FL members/FL clients/ML clients for model training?
[bookmark: _GoBack]
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