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1. Introduction
This contribution proposes a new solution to KI#2 for new analytics related to XR services.
2. Reason for Change
Key Issue #2 bullet f states that:
Whether and how new analytics are required to be generated by ADAE layer using AI/ML methods? This includes but is not limited to support for: XR applications, energy optimization, VAL server- to-VAL server performance analytics (e.g., related to latency, bandwidth, response time, etc.)?
In many interactive and immersive applications with challenging requirements on latency, rate and reliability, the experiences are served over tethered connections whereby an endpoint Personal IoT Network Element (PINE) device is connected to a gateway device which in turn is connected to a 3GPP access network (e.g., 4G, 5G or alike) for Internet connectivity. Examples of such applications are for instance AR/VR experiences where the PINE is a head-mounted device (HMD) in form of AR/VR glasses and the gateway is a mobile phone, or alternatively, 3GPP user equipment (UE). The E2E connectivity between a client and server relies therefore on at least 3 heterogeneous network segments, i.e., the tethered link, the 3GPP connectivity, and the data network (DN) link. The tethering connection between the PINE and the gateway relies usually on Wi-Fi, Bluetooth, or unlicensed spectrum radio access technologies. This affects the E2E QoS and in effect both the tethered link and the DN link contribute degradedly to reducing the effectiveness of QoS rules and policies employed within the 3GPP network. As such, it is of high importance for 3GPP system: 
i). to monitor and ingest link metrics regarding the performance of out-of-scope network segments (e.g., tether link, DN link) across a heterogeneous E2E network path, 
ii). to perform analytics of such link metrics and derive statistical characterizations of the expected performance, and
iii). to adapt the 3GPP QoS rules and policies and compensate for out-of-scope network segments degrading effects (e.g., additional latency etc.) and seamlessly satisfy E2E applications requirements for an enhanced user experience.
The solution provides a mechanism for analyzing the delay for application layer segments within an end to end application service (e.g. XR service) segment, and in particular the link between the Application Client at the Tethered Device, and the 3GPP UE (in particular a 5G UE). Based on this analysis, the mechanism includes the derivation of application layer statistics or predictions for the segment of interest towards the consumer (e.g., VAL server or VAL client).
3. Proposal
It is proposed to agree the following changes to 3GPP TR 23.700-82 v0.2.0.


* * * First Change * * * *
[bookmark: _Toc151544884]8.x	Solution #x: ADAES support for analytics for tethered devices
[bookmark: _Toc464463366][bookmark: _Toc475064960][bookmark: _Toc478400631][bookmark: _Toc7485786][bookmark: _Toc78314760][bookmark: _Toc151544885]8.x.1	Solution description
The solution provides a mechanism for analyzing the delay for application layer segments within an end-to-end application service (e.g. XR service) segment, and in particular the link between the Application Client at the Tethered Device, and the 3GPP UE. Based on this analysis, the mechanism includes the derivation of application layer statistics or predictions for the segment of interest towards the consumer (e.g., VAL server or VAL client).
The procedure associated with the ADAE analytics for tethered UE and application connectivity performance is described below as depicted in Figure 8.x.1-1.
Pre-conditions:
1. a connection between an ADAEC and ADAES is established.



[bookmark: _Ref127425477]Figure 8.x.1-1: Tethered VAL connectivity performance analytics procedure
1. The consumer of the ADAES analytics service, e.g., the VAL server, sends a subscription request to ADAES and provides the analytics event ID e.g., "tethered VAL connectivity performance", the target tethered VAL UE ID or group of tethered UE IDs, the VAL session/service IDs associated with the tethered VAL UE ID, the time validity and area of the request, the required confidence level of any predictions, and the exposure level for providing UE to UE analytics. Such request can also include whether the analytics notification shall be periodic or based on an expected application ASP QoS performance, whereby the performance thresholds may be additionally provided at the request (e.g., Maximum Tether Link Delay = 15ms).
2. The ADAES sends a subscription response as an ACK to the consumer. 
3. The ADAES maps the analytics ID (i.e., tethered VAL connectivity performance) to a list of data collection event identifiers, and optionally a list of data producer IDs. Such mapping may be preconfigured by the ADAES itself based on ASP preferred event types, or VAL type, or alternatively may be preconfigured by an MNO by means of the OAM. 
4. The ADAES sends a tethered VAL connectivity performance analytics request to the determined tethered ADAEC with the analytics event ID and the configuration of the reporting required (e.g., periodic, based on maximum delay threshold etc.). Such request also includes additional application QoS attributes to be analyzed additionally based on other metrics (tethered link delay, E2E delay, 5GS PER, 5GS PDB/PSDB etc.). An application session then starts between the tethered VAL UE and the VAL server.
The next steps may happen asynchronously and in parallel given the 5GC reporting of events for the configured data collection.
5a. The ADAEC starts collecting data from the tethered VAL UE based on the request. The collection and reporting is based on the EVEX UE data collection procedures associated with mapped Event IDs of the tethered UE link performance. In such cases events such as and may collect various events related to tethered link delay, e.g., Event ID = TetheredLinkDelayExperience. This data can thus be about the delay measurements, throughput (e.g., max WiFi capacity), QoE measurements, etc.  The data can be collected in part by the ADAEC from the VAL client application as well as based on the EVEX data collection and reporting procedure (e.g., as for TetheredLinkDelayExperience).
5b. The ADAES can optionally further collect data about the DN performance analytics by means of NWDAF events consumption including metrics about the average/maximum packet delay between the VAL server and the serving PSA UPF, QoS monitoring analytics over the 5GS, including service experience analytics etc.
5c. In addition, the ADAES can optionally collect data about the DN performance analytics by means of NWDAF events consumption including metrics about the average/maximum packet delay E2E between the VAL server and the tethered VAL UE as well as other E2E metrics related to the QoS monitoring analytics (e.g., aggregate E2E PER, etc.).
6a. The ADAEC detects an application QoS change. Such a change can be for example a change in the QoS attributes requirements by means of detecting an event where the maximum latency threshold (e.g., over the tethered link or E2E) accepted by the ASP is exceeded, whereas the detection mechanism is performed over a given time horizon based on the analytics subscription request.
6b. The ADAES predicts an application QoS change. Such a change can be for example a change in the QoS attributes requirements by means of predicting (based on collected metrics and detection in step 6a) an event where the maximum latency threshold (e.g., over the tethered link, over the DN link, or over the E2E connectivity) accepted by the ASP is likely to be exceeded over a given time horizon based on the analytics subscription request.
NOTE: In case of AI/ML enabled analytics, the ADAES may obtain the corresponding trained ML model (corresponding to the given Analytics ID) from the ML model repository; and will derive the analytics based on the trained ML model.
7.  The ADAEC sends the analytics to the ADAES in a tethered VAL connectivity performance analytics response message.
8.  The ADAES sends the derived analytics notification to the consumer (e.g., VAL server or any other authorized NF/AF consumer).
8.x.2	Architecture Impacts
There are two possible deployments for this solution, which may have different architecture impacts. 
1. The ADAEC is instantiated at the host VAL UE, whereas the Tethered Device deploys the VAL client which interacts with ADAEC via ADAE-C and with VAL client via VAL-X.
2. The ADAEC and VAL client are deployed at the Tethered Device.
Figure 8.x.2-1 shows the example of the scenario which involves the Tethered/Remote Device deploying only the VAL client. 


Figure 8.x.2-1 Functional architecture for supporting the scenario with Tethered/Remote devices.
[bookmark: _Toc151544887]Figure 8.x.2-2 shows the example of the scenario which involves the Tethered/Remote Device deploying both the VAL client and ADAEC. This requires that the Tethered device has ADAEC capabilities and that the VAL client to server and ADAEC-to-ADAES interactions are over non-3gpp access. 


Figure 8.x.2-2 Functional architecture for supporting the scenario with Tethered/Remote devices using non-3gpp access for ADAE-UU.
8.x.3	Corresponding APIs
Editor's note:	This clause provides the corresponding APIs for supporting the solution.
[bookmark: _Toc532993748][bookmark: _Toc78314761][bookmark: _Toc151544888]8.x.4	Solution evaluation
Editor's note:	This clause provides an evaluation of the solution. The evaluation should include the descriptions of the impacts to existing architectures.


* * * Next Change * * * *
Mapping of solutions to key issues
Table 8.1-1: Mapping of solutions to key issues
	
	KI #1
	KI #2
	KI #3
	KI #4
	KI #5
	KI #6
	KI #7

	Sol #1
	
	
	
	
	
	
	

	Sol #2
	
	
	
	
	
	
	

	Sol #3
	
	X
	
	
	
	
	

	Sol #4
	
	X
	
	
	
	
	

	Sol #5
	
	X
	
	
	
	
	

	Sol #6
	
	
	X
	
	
	
	

	Sol #7
	
	
	X
	
	
	
	

	Sol #8
	
	
	X
	
	
	
	

	Sol #9
	
	
	X
	
	
	
	

	Sol #10
	
	
	
	
	
	
	

	Sol #X
	
	X
	
	
	
	
	





Microsoft_Visio_Drawing1.vsdx

VAL-UU

N33
ADAE-UU
3GPP network system

VAL UE
Application data analytics enablement client
ADAE-C
Application data analytics enablement server
VAL server(s)
ADAE-S

N6
ADAE-OAM

VAL client(s)

Tethered Device
VAL client(s)
ADAE-C
Non-3gpp access
VAL-X



image3.emf
VAL-UU

N33

ADAE-UU

3GPP 

network 

system

Tethered UE

Application data 

analytics 

enablement client

Application data analytics 

enablement server

VAL server(s)

ADAE-S

N6

ADAE-OAM

VAL client(s)

Tethered Device

VAL client(s)

ADAE-C

Application data 

analytics 

enablement client

Non-3gpp 

access

ADAE-C


Microsoft_Visio_Drawing2.vsdx

VAL-UU

N33
ADAE-UU
3GPP network system

Tethered UE
Application data analytics enablement client
Application data analytics enablement server
VAL server(s)
ADAE-S

N6
ADAE-OAM

VAL client(s)

Tethered Device
VAL client(s)
ADAE-C
Application data analytics enablement client
Non-3gpp access
ADAE-C



image1.emf
5GS

VAL 

Client

Tethered VAL UE 

ADAES ADAEC

VAL Server 

1. Tethered VAL connectivity performance 

analytics subscription request 

3. Determine ADAEC to perform 

tethered VAL connectivity 

performance session analytics and 

map Analytics ID to Data Producer ID 

and associated Event IDs

Establish connectivity/PDU session with desired tethered UE

5a. Collect real-time application QoS 

measurements (e.g. latency/delay) about the 

tethered UE connection 

6a. Detect QoS 

attribute change 

(e.g., latency/delay 

exceeds threshold)

8. ADAE Analytics Notification

2.  Tethered VAL connectivity 

performance analytics subscription 

response 

4. Tethered VAL connectivity 

performance analytics request 

5b. Collect real-time 

application QoS 

measurements (e.g. 

latency/delay) about 

the DN connection 

5b. Collect real-time application QoS measurements (e.g. latency/delay) 

about the DN connection 

6b. Detect/Predict 

QoS attribute 

change (e.g., 

latency/delay 

exceeds threshold)

7. Tethered VAL connectivity 

performance analytics

response

Tethered or host VAL UE 


Microsoft_Visio_Drawing.vsdx
5GS
VAL Client
Tethered VAL UE
ADAES
ADAEC
VAL Server



1. Tethered VAL connectivity performance analytics subscription request
3. Determine ADAEC to perform tethered VAL connectivity performance session analytics and map Analytics ID to Data Producer ID and associated Event IDs
Establish connectivity/PDU session with desired tethered UE
5a. Collect real-time application QoS measurements (e.g. latency/delay) about the tethered UE connection
6a. Detect QoS attribute change (e.g., latency/delay exceeds threshold)

8. ADAE Analytics Notification
2.  Tethered VAL connectivity performance analytics subscription response
4. Tethered VAL connectivity performance analytics request
5b. Collect real-time application QoS measurements (e.g. latency/delay) about the DN connection
5b. Collect real-time application QoS measurements (e.g. latency/delay) about the DN connection
6b. Detect/Predict QoS attribute change (e.g., latency/delay exceeds threshold)
7. Tethered VAL connectivity performance analytics
response
Tethered or host VAL UE



image2.emf
VAL-UU

N33

ADAE-UU

3GPP 

network 

system

VAL UE

Application data 

analytics 

enablement client

ADAE-C

Application data analytics 

enablement server

VAL server(s)

ADAE-S

N6

ADAE-OAM

VAL client(s)

Tethered Device

VAL client(s)

ADAE-C

Non-3gpp 

access

VAL-X


