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1. Introduction
This pCR proposes a new Key Issue for FS_AIMLAPP.
2. Reason for Change
The New SID for studying application enablement for AI/ML application enablement (S6-231182) was agreed in SA6#56 meeting.
Objective 1 and 2 focus on studying whether and how the application enablement layer can be enhanced to provide services related to AI/ML model distribution:
1)  Analyze Rel-18 and Rel-19 requirements in 3GPP TS 22.261 related to AI/ML model distribution, transfer, training and further identify key issues, develop corresponding architectural requirements and potential enhancements to the application layer architecture, taking into consideration existing 5GC capabilities to assist with application AI/ML operations described in Re1-18 AIMLsys (TS 23.501 and TS 23.502). 
2)  Study architectural and functional implications on existing SA6 application enablers (e.g.  ADAES and other SEAL services, and EDGEAPP) for supporting AI/ML lifecycle operations (e.g., operations including the data collection, data preparation, training/inference/federated learning for the ML models to be used for ADAE layer analytics).
3. Conclusions
[bookmark: _Hlk150237408]This pCR provides a new Key Issue on AI/ML operation splitting between AI/ML endpoints as described in TS 22.261.
4. Proposal
It is proposed to agree the following changes to 3GPP TR 23.700-82.



* * * First Change * * * *
[bookmark: _Toc148629397]2	References
The following documents contain provisions which, through reference in this text, constitute provisions of the present document.
-	References are either specific (identified by date of publication, edition number, version number, etc.) or non‑specific.
-	For a specific reference, subsequent revisions do not apply.
-	For a non-specific reference, the latest version applies. In the case of a reference to a 3GPP document (including a GSM document), a non-specific reference implicitly refers to the latest version of that document in the same Release as the present document.
[1]	3GPP TR 21.905: "Vocabulary for 3GPP Specifications".
[2]	3GPP TS 23.288: "Architecture enhancements for 5G System (5GS) to support network data analytics services".
[3]	3GPP TS 28.104: "Management and orchestration; Management Data Analytics".
[4]	3GPP TS 23.436: "Functional architecture and information flows for Application Data Analytics Enablement Service".
[5]	3GPP TS 23.501: "System Architecture for the 5G System; Stage 2".
[6]	3GPP TS 23.502: "Procedures for the 5G System (5GS)".
[7]	3GPP TS 23.434: "Service Enabler Architecture Layer for Verticals (SEAL); Functional architecture and information flows".
[8]	3GPP TS 23.401: "General Packet Radio Service (GPRS) enhancements for Evolved Universal Terrestrial Radio Access Network (E-UTRAN) access".
[r22261]	3GPP TS 22.261: "Service requirements for the 5G system; Stage 1".
* * * Next Change * * * *
[bookmark: _Toc144371491]X.Y	Key Issue #Y: Support for of AI/ML operation splitting between AI/ML endpoints and in-time transfer of AI/ML models
KI #Y focuses on AI/ML operation splitting between AI/ML endpoints, and in-time transfer of AI/ML models as described in TS 22.261 [r22261].
Split AI/ML inference is depicted in Figure X.Y-1. The AI/ML model inference is distributed into multiple parts according to the current task and environment (such as communications data rate, device resource, and server workload). The intention is to offload the computation-intensive, energy-intensive parts to network endpoints (cloud or edge server), whereas leave the privacy-sensitive and delay- sensitive parts at the end device. The device executes partial model inference and sends the intermediate data to a network endpoint where the remaining model inference is executed, and the inference results is fed back to the device.

Figure X.Y-1. Example of split AI/ML inference 
For AI/ML split operation, the enabler layer can provide support to negotiate splitting of the AI/ML operation and to discover required nodes to perform computation-intensive, energy-intensive parts of AI/ML operations.
In-time model transfer is related to timely distribution of AI/ML model/data over 5G system. SA1 requirements indicate that “the 5G system shall be able to support a mechanism to expose monitoring and status information of an AI-ML session to a 3rd party AI/ML application”, and that “Such mechanism is needed by the AI/ML application to determine an in-time transfer of AI/ML model.”.
For AI.ML in-time transfer, the enabler layer can provide analytics to inform AI/ML application(s) about timely transfer of trained models and status information about AI/ML sessions, which may influence AI/ML applications behaviour.
Requirements from SA1 have impact on the application enablement layer and require the support of architecture and functions to assist AI/ML operations splitting, and in-time transfer of AI/ML models for AI/ML applications.
The following aspects should be studied:
1.	Whether and how to enhance the architecture and related functions to support management and/or configuration for split AI/ML operation, and in-time transfer of AI/ML models. The management and configuration aspects including discovery of requried nodes for split AI/ML operation and support of different models of AI/ML operation splitting.
2.	Whether and how to enhance the architecture and related functions to support exposure and consumption of split AI/ML analytics, and in-time transfer of AI/ML models analytics.

* * * End of Changes * * * *
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