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1. Introduction
This contribution proposes a new key issue  for supporting at application enablement layer vertical federated learning.
2. Reason for change
There are two types of federated learning defined, horizontal and vertical federated learning. Horizontal federated learning, or sample-based federated learning, is introduced in the scenarios that data sets share the same feature space but have different samples. Vertical federated learning or feature-based federated learning is applicable to the cases that two data sets share the same sample space but differ in feature space. In both horizontal and vertical federated learning model parameters from each local model training function are sent to a model aggregator to calculate an aggregate model. The model aggregator provides updated model parameters to each ML model training entity that each ML model training entity use to re-train its own model thus allowing every local model training function to have a trained model using data from multiple sources. 
One key scenario in ML-enabled analytics is the federation learning support, and was mainly discussed in 3GPP as part of NWDAF. In particular, for ML-enabled analytics, TR 23.700-81 has investigated enhancements to support federated learning within the 5G system. The main functions of the federated learning (FL) architecture include: an ‘FL Consumer’ NWDAF as either an NWDAF containing a analytics logical function (AnLF), or an NWDAF containing a model training logical function (MTLF) for a specific Analytics ID; an ‘FL Server’ NWDAF as an NWDAF containing MTLF that supports the "FL aggregation" capability for the specific Analytics ID; and an ‘FL Client’ NWDAF as an NWDAF containing MTLF that supports the "FL participant" capability for the specific Analytics ID and selected by the "FL Server" NWDAF as the FL Client.
The current assumption in SA2 is that the FL clients are within the core network (NWDAF); however, it would be beneficial to also consider FL clients belonging to different domains or systems/platforms. For instance, an FL client could be an AF or a VAL UE. As a further example, an FL client could be a SEAL/ADAE server or a vertical app or an FL client could be a MEC service or MEC app at an edge platform.
The benefit for having cross-domain FL clients and in particular FL client at application side could be:
1) to offload some processing and communications for FL training from 5GC esp in high load scenarios, 
2) to allow FL training with more granular data (e.g., vertical application layer, edge/cloud data) which can give better predictions, 
3) to allow training on different training data or different areas, which could allow aggregation over different environments (could also help improving analytics performance), 
4) allow the training of data co-located with the data sources which can improve the latency and also avoid sending training data to different domains (maybe there are some restrictions on sharing raw data e.g. from vertical to MNO). 
Based on these considerations, when assuming FL server to be at Enabler/AF or at 5GC and a heterogeneous set of FL clients, i.e., vertical FL, is present, we need to investigate the following aspects:
· [bookmark: _Hlk75786656]How an Enabler/ AF can discover what features are available between domains (for the same sample range) to support vertical federated learning (Feature Alignment between FL participants for VFL)?
· How an Enabler/AF can ensure that cross domain FL clients (which may be at the server as well as at the UE side) have an aligned sample range, e.g., the same users, to support vertical federated learning (Data Alignment between FL participants for VFL)?
3. Proposal
It is proposed to agree the new key issue for 3GPP TR 23.700-82 v 0.0.0.


* * * * First Change * * * *
[bookmark: _Toc146875941]5	Key issues
[bookmark: _Toc146875942]5.x	Key issue #x: Key issue on supporting Vertical FL at enablement layer
There are two types of federated learning defined, horizontal and vertical federated learning. Horizontal federated learning, or sample-based federated learning, is introduced in the scenarios that data sets share the same feature space but have different samples. Vertical federated learning or feature-based federated learning is applicable to the cases that two data sets share the same sample space but differ in feature space. In both horizontal and vertical federated learning model parameters from each local model training function are sent to a model aggregator (or FL collaborator) to calculate an aggregate model. The model aggregator provides updated model parameters to each ML model training entity that each ML model training entity use to re-train its own model thus allowing every local model training function to have a trained model using data from multiple sources. 
An example for vertical FL (VFL) is shown below:
[image: ]
Figure 5.x-1 vertical FL (VFL) example
If VFL is supported by enablement layer, some issues are distinct and need to be studied separately from KI #3, especially:
· How we can ensure that all training functions have an aligned sample range, e.g., the same users, to support VFL? 
· How can we discover what features are available between domains (for the same sample range) in order to support VFL?
Editor’s Note: this KI will reuse the study result of KI#3 on FL for aspects which are applicable to both horizontal and vertical FL (e.g. organizing training).
[bookmark: _Hlk95228685]* * * * End of Change * * * *
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