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1. Introduction
This pCR proposes new Key Issue for FS_AIMLAPP (3GPP TR 23.700-82 v 0.1.0).
2. Reason for Change
One of the main challenges for training machine learning (ML) models is to obtain enough amount of represenative data in order to accurately capture the input-output relationship of the taks of interest. Normally, complex dynamics in mobile networks can only be captured using complex ML models (e.g. deep neural networks) which requires a lot of training data, which is not always available right away, for instance when a NPN is installed in a new factory branch or an IoT network is deployed in a new set of environmental conditions, etc.
In 3GPP TS 22.261 clause 6.40 it is stated that the 5G system needs to support at least three types of AI/ML operations:
-	AI/ML operation splitting between AI/ML endpoints, 
-	Distributed/Federated Learning over 5G system, and 
-	AI/ML model/data distribution and sharing over 5G system.
With the latter kind of operation, it is expected to let the AI/ML consumers use an ML model (out-of-a-set of candidate models available in a NW endpoint) for better adapting to task and environment variations. Nevertheless, in practical deployments involving AI/ML operations, the number of available models is not that large to cover all the possible environmental conditions in a network. Therefore out-of-the-box usage of a candidate model will imply a lack of accuracy/precision during the inference stage unless a model fine tuning stage is present to ensure that the baseline model is quickly adapted to the current conditions using lesser amount of data (than the one originally used for training of the baseline model). 
Transfer learning (TL) is a technique that allows quickly exploiting the use of an already-trained ML model (trained in a so-called source domain) in a new target domain. TL can be applied to areas where the knowledge of an already-trained ML model can be utilized or adapted to a different (but related) domain: instead of “learning” from scratch in the target domain, the learning is carried forward with patterns learnt while solving a “related” problem in the source domain.
3. Proposal
It is proposed to agree the new key issue for 3GPP TR 23.700-82 v 0.1.0.


* * * First Change * * * *
[bookmark: _Toc104797317][bookmark: _Toc122563636][bookmark: _Toc104878314][bookmark: _Toc148629406][bookmark: _Toc95120569]5.4	Key issue #4: Support for transfer learning 
In 3GPP TS 22.261 clause 6.40 it is stated that the 5G system needs to support at least three types of AI/ML operations:
· AI/ML operation splitting between AI/ML endpoints, 
· Distributed/Federated Learning over 5G system, and 
· AI/ML model/data distribution and sharing over 5G system.
With the latter kind of operation, it is expected to let the AI/ML consumers use an ML model (out-of-a-set of candidate models available in a NW endpoint) for better adapting to task and environment variations. 
Nevertheless, in practical deployments involving AI/ML operations, the number of available models is not that large to cover all the possible environmental conditions in a network. Therefore out-of-the-box usage of the model will imply a lack of accuracy/precision during the inference stage unless a model fine tuning stage is present to ensure that the baseline model is quickly adapted to the current conditions using lesser amount of data (than the one used for training of the baseline model). On that note, Transfer learning (TL) is conceived as a technique used to tackle the lack of labeled data for training a model which is the first limitation that is faced when (re-)training a model. In TL, the training of a model (to solve a particular task) is carried out using information from a "similar" domain in which enough information is available (the so-called source domain). With TL, some parts of the model trained in the source domain are fine-tuned with scarce information available in the target domain. This way, the model reuses the understanding of the structure of the problem and does not have to learn from scratch all the low-level features/structure of the problem: it will only have to learn the higher-level structures/relationships which usually requires less labeled data. TL assumes a baseline model is already available (in a NW endpoint) and can be fine tuned to quickly perform the same or similar tasks (e.g., prediction, classification, etc.) in a target domain with lesser amount of training data.
Considering that:
· in 3GPP TS 23.288 clause 6.2B.5, 6.2B.6 and 6.2B.7 some operations to allow the storage/retrieval of ML models to/from the Analytical Data Repository Function (ADRF) are available to be consumed by a network function containing an instance of the Model Training Logical Function (MTLF), and
· as from clause 5.3 in 3GPP TS 23.436, the internal architecture of ADAE (Application Data Analytics Enabler) can include an instance of ADRF, the so-called A-ADRF (Application layer - Analytical Data Repository Function), 
it is possible to enable inter- and intra-VAL domain transfer learning scenarios.
This key issue will study:
1. How to support transfer learning at application enablement layers?
2. Whether and how to enhance the architecture and related functions to support transfer learning services.
3.	Identify procedures for supporting transfer learning at the application enablement layer, including CRUD operations on a ML model in a persistent repository.
NOTE 1:	Business relationships can exist between ASPs to share learnings.
NOTE 2:	The security aspects for Transfer Learning supported by SA6 enablers should be considered by SA3
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