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1. Introduction
This pCR proposes a new Key Issue for FS_AIMLAPP.
2. Reason for Change
The New SID for studying application enablement for AI/ML application enablement (S6-231182) was agreed in SA6#56 meeting.
Objective 1 and 2 focus on studying whether and how the application enablement layer can be enhanced to provide services related to AI/ML model distribution:
1)  Analyze Rel-18 and Rel-19 requirements in 3GPP TS 22.261 related to AI/ML model distribution, transfer, training and further identify key issues, develop corresponding architectural requirements and potential enhancements to the application layer architecture, taking into consideration existing 5GC capabilities to assist with application AI/ML operations described in Re1-18 AIMLsys (TS 23.501 and TS 23.502). 
2)  Study architectural and functional implications on existing SA6 application enablers (e.g.  ADAES and other SEAL services, and EDGEAPP) for supporting AI/ML lifecycle operations (e.g., operations including the data collection, data preparation, training/inference/federated learning for the ML models to be used for ADAE layer analytics).
3. Conclusions
[bookmark: _Hlk150237408]This pCR provides a new Key Issue on AI/ML operation splitting between AI/ML endpoints as described in TS 22.261.
4. Proposal
It is proposed to agree the following changes to 3GPP TR 23.700-82.



* * * First Change * * * *
[bookmark: _Toc144371491]X.Y	Key Issue #Y: Support for of AI/ML operation splitting between AI/ML endpoints and in-time transfer of AI/ML models
KI #Y focuses on AI/ML operation splitting between AI/ML endpoints, and in-time transfer of AI/ML models as described in TS 22.261:
The AI/ML operation/model is split into multiple parts according to the current task and environment. The intention is to offload the computation-intensive, energy-intensive parts to network endpoints, whereas leave the privacy-sensitive and delay-sensitive parts at the end device. The device executes the operation/model up to a specific part/layer and then sends the intermediate data to the network endpoint. The network endpoint executes the remaining parts/layers and feeds the inference results back to the device.
Further, SA1 requirements indicate that “the 5G system shall be able to support a mechanism to expose monitoring and status information of an AI-ML session to a 3rd party AI/ML application”.
NOTE1:	Such mechanism is needed by the AI/ML application to determine an in-time transfer of AI/ML model.
Requirements from SA1 have impact on the application enablement layer and require the support of architecture and functions to assist AI/ML operations splitting, and in-time transfer of AI/ML models for AI/ML applications.
To support AI/ML operation splitting between AI/ML endpoints, the following aspects should be studied:
-	Whether and how to enhance the architecture and related functions of the application enablement layer to support AI/ML operation splitting, and in-time transfer of AI/ML models.
-	Whether and how the above architecture enhancement and related functions support management and/or configuration for split AI/ML operation, and in-time transfer of AI/ML models.
-	Whether and how the above architecture enhancement and related functions support exposure and consumption of split AI/ML analytics, and in-time transfer of AI/ML models.
-	Whether and how the above architecture enhancement and related functions support different models of AI/ML operation splitting, including splitting between the Application Client and Application Function endpoints, splitting between sets of Application Functions endpoints, and splitting between sets of Application Clients endpoints.

* * * End of Changes * * * *
