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1. Introduction
This paper proposes a new key issue on improving ML model or application layer analytics correctness.
2. Reason for Change
Correctness of predictions is usually associated to accuracy, which represents the most prominent KPI to rate ML models. However, the accuracy can be corrupted by a wrong calculation and/or unfair feedback collection. It is thus of utmost importance to ensure that the accuracy is meaningful, consistent, and comparable.
Incorrect predictions can be due to the fact that the accuracy of an ML model during inference may be lower than the accuracy of the same ML model during training. This is likely to happen if the training data set differs significantly in terms of distribution and features from the input data that the ML model is fed with during inference. Knowing how the ML model is meant to be used would help to train the ML model efficiently and effectively. In such cases, a possible drift may be due to an issue of the data source, and such issue may not be in the control of MNO to examine whether the data source itself (which can be trusted or untrusted) provides correct inference data. 
The following aspects need to be studied:
-	Whether and how the Enabler layer can support assuring the correctness of ML-enabled Analytics?
-	How to detect and manage possible drift due to data source abnormal / unreliable behavior of application layer data sources which are used at the ML model lifecycle operations?
3. Proposal
It is proposed to agree the new key issue for 3GPP TR 23.700-82 v 0.0.0.
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Incorrect predictions can be due to the fact that the accuracy of an ML model during inference may be lower than the accuracy of the same ML model during training. This is likely to happen if the training data set differs significantly in terms of distribution and features from the input data that the ML model is fed with during inference. Knowing how the ML model is meant to be used would help to train the ML model efficiently and effectively. In such cases, a possible drift may be due to an issue of the data source, and such issue may not be in the control of MNO to examine whether the data source itself (which can be trusted or untrusted) provides correct inference data. 
The following aspects need to be studied:
-	Whether and how the Enabler layer can support assuring the correctness of ML-enabled Analytics?
-	How to detect and manage possible drift due to data source abnormal / unreliable behavior of application layer data sources which are used at the ML model lifecycle operations?
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