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1. Introduction
This pCR proposes new key issue to study enablement stupport for AI/ML operation splitting between AI/ML endpoints.
2. Reason for Change
As specificed in TS 22.261, AI/ML operation splitting between AI/ML endpoints is one of the three types of AI/ML operation.
-	AI/ML operation splitting between AI/ML endpoints
The AI/ML operation/model is split into multiple parts according to the current task and environment. The intention is to offload the computation-intensive, energy-intensive parts to network endpoints, whereas leave the privacy-sensitive and delay-sensitive parts at the end device. The device executes the operation/model up to a specific part/layer and then sends the intermediate data to the network endpoint. The network endpoint executes the remaining parts/layers and feeds the inference results back to the device.
At enabler layer, SA6 can provide support to negotiate split inference and also to discover nodes to perform computation-intensive, energy-intensive parts of AI/ML operations.
3. Proposal
It is proposed to agree the following changes to 3GPP TR 23.700-82 v0.1.0.


* * * First Change * * * *
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* * * Next Change * * * *
5.x	Key issue #x: Enablement support for AI/ML operation spliting
As specified in 3GPP TS 22.261 [r22261], AI/ML operation splitting between AI/ML endpoints is one of the three types of AI/ML operation. The scheme of split AI/ML inference can be depicted in Figure x-1. The AI/ML operation/model is split into multiple parts according to the current task and environment (such as communications data rate, device resource, and server workload). The intention is to offload the computation-intensive, energy-intensive parts to network endpoints (cloud or edge server), whereas leave the privacy-sensitive and delay- sensitive parts at the end device. The device executes the operation/model up to a specific part/layer and sends the intermediate data to the network endpoint. The network endpoint executes the remaining parts/layers and feeds the inference results back to the device.

Figure x-1. Example of split AI/ML inference (from Annex B.1 of TR 22.874)
At enabler layer, a support can be provided to negotiate splitting of the AI/ML operation and also to discover required nodes to perform computation-intensive, energy-intensive parts of AI/ML operations.
Open issues:
1)	Whether and how to discover requried nodes to perform computation-intensive, energy-intensive parts of AI/ML operations?

* * * End of Change * * * *
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