	
[bookmark: _Hlk147131207]3GPP TSG-SA WG6 Meeting #57	S6-232948
Xiamen, China 9th – 13th October 2023	(revision of S6-23xxxx)


Source:	Lenovo
Title:	Key Issue on Support for horizontal federated learning
Spec:	3GPP TR 23.700-82 v0.0.0
Agenda item:	8.3
Document for:	Approval
Contact:	Emmanouil Pateromichelakis <epateromiche@lenovo.com>

1. Introduction
This contribution proposes a new key issue  for for supporting horizontal FL in enabler layer.
2. Reason for Change
3GPP SA2 adopted horizontal Federated Learning technique in NWDAF containing MTLF to train an ML model, in which there is no need for raw data transferring (e.g. centralized into NWDAF) but only need for cooperation among multiple NWDAFs (MTLF) i.e. sharing of ML model and of the learning results among multiple NWDAFs (MTLF). 
In SA6, horizontal FL may also be possible among ADAESs (edge ADAES or central ADAES) for supporting application layer analytics scenarios in coordinated ADAES deployments. 
This KI aims to study application layer architecture enhancement to support horizontal Federated Learning which allows the cooperation of multiple ADAES/Enablers containing ML model training logical functionality to train an ML model in SA6 layer with the following aspects:
-	Identify the use cases that required horizontal Federated Learning in SA6/Enabler layer.
-	Study the registration and discovery of the AF/Enabler supporting Federated Learning.
-	Identify procedures for FL preparation (i.e. FL clients joining an FL process, discovery of FL server)
-	Study how to decide whether Federated Learning is required or not for an existing ADAE Analytics ID.
3. Proposal
It is proposed to agree the new key issue for 3GPP TR 23.700-82 v 0.0.0.
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This KI aims to study application layer architecture enhancement to support horizontal Federated Learning which allows the cooperation of multiple ADAES/Enablers containing ML model training logical functionality to train an ML model in enablement layer with the following aspects:
-	Identify the use cases that required horizontal Federated Learning in SA6/ Enabler layer.
-	Study the registration and discovery of the AF/Enabler supporting Federated Learning.
-	Identify procedures for FL preparation (i.e. FL clients joining an FL process, discovery of FL server)
-	Study how to decide whether horizontal Federated Learning is required or not for an existing ADAE Analytics ID.
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