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1. Introduction
The CAS being geographically distant, may not offer the same KPIs as EAS, which is close to the UE. Therfore, its not always possibe to do a ACR from EAS to CAS.

In such cases, the application can still benefit from the Edge computing platform if the end-to-end application is amenable to split into multiple components.

Such a scenario has been clearly identified in ETSI white paper 20 [1], which uses the nomenclature of terminal device component(s), edge components(s), and remote components(s). 20). In general, some parts of the applications benefits by using edge for latency improvement and can also use for bandwidth preservation. Application  may consist of  multiple components such that  some of the component may be latency critical while  other may be the latency tolerant. Also, each component of the application  may interact with each other to implement the application logic.
Such that, the latency-critical component can be efficiently served near the user through the edge. In contrast, the components involving the latency-tolerable part can be served at the remote level through a CAS, which is connected to the user and edge. As shown in Fig 1, where the application can be considered as AC association where each AC of the association may have similar or different requirement. 
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Figure 1. Scenario where an application will be assciation of AC
This leads to the application to have multiple AC(s) which are to be grouped together  where:

· An application may contain one or more parts which are  grouped together consisting of one or more AC(s) to form an association.

· Each AC may represent a single component. 

· An application shall publish the aggregated service  KPIs of a group.

As shown in Fig. 2 application is considered as an AC association with one or more AC. In general each AC will be served through same EAS however, where the requirement of the full application can not be met by a single EAS then instead of  getting all the AC to be served by the CAS some latency critical AC(s) can still be served through EAS. 
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Figure 2. Application with one more component as one more AC

Consider an example as shown in Table below, where the application consists of multiple components by asscociating AC in group where each subgroup  of one or more  AC(s) can be classified as a Latency Critical (LC) or a Latency Tolerant (LT) . For simplicity, assume one LC  component and one LT component (one AC).

	Scenario
	Execution Model
	EAS
	CAS

	I
	Full
	Yes (LT+LC)
	No

	II
	Full
	No
	Yes (LT+LC)

	III
	Split
	Yes (LC and/or LT)
	Yes (LT and/or LC)


2. Reason for Change
In a scenario where the EAS is overloaded or a UE moves to a new location, in case EAS is not available or not able to serve as mentioned in condition IV of clause 6.5 of 3GPP TR 23.700-98, ACR from EAS to CAS is triggered as a solution to Key Issue 11. However, if the application is completely offloaded to the cloud (far location), there may be inevitable delays, and they will not meet the KPIs of the application. However, in scenarios where the edge server is overloaded, the application component which is less susceptible to delays can be offloaded to the cloud. The latency-critical component, can be efficiently done by the computation near the user at the edge-level. Therefore the application shall be represented with multiple components and ACR shall be triggered while considering an application as AC association, where ACR can be triggered for whole AC association or for one or more AC. 

•
Currently, the ACR is performed within the scope of a AC. However, ACR can be performed for a association of the AC incase having one or more components.

•
To support multiple components of the same application the application can be a AC association as mentiond in  Key Issue 17 which have a common characteristics  where ACs may have similar or different requirements as mentioned in AC association profile
<Conclusion part (optional)>
3. Proposal

It is proposed to agree the following changes to 3GPP TR 23.700-98 version 1.2.0.
4. References

[1] Developing Software for Multi-Access Edge Computing, ETSI White Paper 20.

* * * First Change * * * *

7.41
Solution #41: Interaction with ADAES for edge load analytics
7.41.1
Architecture enhancements

None

7.41.2
Solution description

7.41.2.1
General

The following solution corresponds to the key issue #24 on SEAL capability access for EEL support.

7.41.2.2
Procedure

FS_ADAES (TR 23.700-36) is discussing edge load analytics service to provide insight on the operation and performance of an EDN and in particular statistics or prediction on parameters related to the EAS / EES load for one or more EAS/EES.
Such analytics can improve edge support services by allowing the pro-active edge service operation changes to deal with possible edge overload scenarios. For example, this can trigger EAS migration to a different EDN / central DN, or pro-active EAS reselection for a target UE or group of UEs.

Some EEL services may benefit from using ADAES analytics related to the EDN or EAS service load. In TS 23.558, one of the conditions for service continuity is the EAS/EDN overload situations. In this direction, edge load analytics (predictions, stats) may help pro-actively trigger actions to prevent loss of service due to expected overload.

Pre-condition:

1)
SEAL ADAES services are available at the edge data network and accessible to the EES. 
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Figure 7.41.2.2-1 interaction with ADAES for edge load analytics
1)
The EES subscribes to ADAES (as described in TR 23.700-36 steps 1, 2 in procedure in clause 6.4.1). 

2)  The ADAES derives analytics for the edge load using also offline stats from A-ADRF and edge platform load data (as indicated in TR 23.700-36 6.4.1 step 9) and sends the derived analytics output to the requestor EES (as indicated in TR 23.700-36 6.4.1 step 10).

3) The EES can optionally provide the edge load analytics related to the EAS load. 

4) The EES or EAS generates a trigger event indicating a predicted or expected EES/EAS overload and a possible action which can be the ACR detection. Such step can be either performed at EAS or EES depending on the service continuity scenario (as captured in clauses 8.8.2.4 and 8.8.2.5 of TS 23.558). It shall be noted that the entity (EAS or EES) that indicates EAS or EES expected overload based on the received load analytics shall be responsible for triggering the action (e.g. ACRs).
7.41.3
Solution evaluation

This solution provides the procedures to utilize ADAES for enhancing EEL operations based on edge load analytics. It addresses the key issue #24 and the solution feasibility is dependent on the conclusion of the edge load analytics capability in FS_ADAES (TR 23.700-36) and its specification in SEAL.

7.42 Soution #42: ACR to CAS considering AC Association in case of application with multi components
ACR is triggered for an AC association or a single AC considering AC Association as a application where each AC may be treated as a component.
7.42.1 Architecture enhancements 

None
7.42.2  Existing Information Elements Enhancement 
The AC association Profile in 23.700-98 is modified as below:

Table 7.27.2.2-1: AC Association Profile

	Information element
	Status
	Description

	Association ID
	M
	Identity of the Association

	AC association type
	M
	Choice of multi-use or multi-session (may be latency critical/tolerant)

	Split Component Supported
	    M
	If split component mode is supported discovery is performed for each of the AC which is part of the association. 

	List of associated UEs characteristics
	O
	Information for determining the UEs with associated ACs

	> Associated UE group ID
	O
	Group ID pre-provisioned (i.e. as External Group ID) to the UEs with ACs in the associated group. If this IE is not present, 

	> Associated UEs service area
	O
	Service area for determining other UEs in the association.

The UE location is described in clause 7.3.2. The optional additional EAS selection criteria describe criteria for the EAS selection (e.g., "same latency for all" or "lowest latency for the own UE location").

	List of associated ACs characteristics (NOTE 1)
	M
	Information for determining the ACs on the associated UEs 

	> common ACID (NOTE 3)
	O
	If provided, all ACs in the association have the same AC ID as indicated

	> common ACs Type(NOTE 3)
	O
	If provided, all ACs in the association have the same AC Type as indicated

	> common ACs Schedule(NOTE 3)
	O
	If provided, all ACs in the association have the same AC Schedule as indicated

	List of common EAS characteristics (NOTE 1) 
	M
	Information for determining the common EAS

	>Common EAS discovery filter (NOTE 2) (NOTE 3)
	O
	Describes the characteristics of a common EASs using the EAS discovery filter described in Table 8.5.3.2-2.  

	AC aggregated service KPIs (NOTE4)
	M
	Describes the KPIs required for a application components (latency critical, latency tolerable, etc.)

	> Common EAS aggregate Service KPIs (NOTE 4)
	O
	Service characteristics provided by the common EAS, detailed in Table 8.2.5-1. The characteristics are described to meet the requirements for the AC association.

	NOTE 1:
Either "List of associated AC characteristics" or "List of common EAS characteristics" shall be present.

NOTE 2:
Only the "List of EAS characteristics" IE from Table 8.5.3.2-2 is included. The "List of EAS characteristics" IE must include at least one optional IE, if used as an EAS discovery filter.

NOTE 3: Not supported in case of split component mode

NOTE 4: Mandatory when the Association has more than on AC.


Editor's note.
The list of IEs in Table 7.27.2.2-1 and whether AC association information should be provided in a new Profile IE, or via existing ones, is FFS. 

Editor's note.
Whether the ACs in an AC association information may have different ACIDs is FFS.
ACR request profile (Table 8.8.4.4-1 shall inclue CASID and AC Association ID)
	Information element
	Status
	Description

	Requestor Identifier
	M
	Unique identifier of the requestor (i.e. EECID or EASID).

	Security credentials
	M
	Security credentials resulting from a successful authorization for the edge computing service.

	EASID
	O
	Identifier of the EAS

	CASID
	O
	Identifier of the CAS

	UE identifier
	M
	The identifier of the UE (i.e. GPSI).

	ACID
	O
	The identifier of the AC.

	AC Association ID
	O
	Assciation Id of the AC to identify the AC group

	ACR action (NOTE 3)
	M
	Indicates the ACR action (ACR initiation or ACR determination)

	ACR initiation data (NOTE 2)
	O
	ACR initiation IEs to be included in an ACR request message when ACR action indicates it is ACR initiation request.

	> T-EAS Endpoint
	M
	Endpoint information (e.g. URI, FQDN, IP 3-tuple) of the T-EAS.

	> Previous T-EAS Endpoint (NOTE 7)
	O
	Endpoint information (e.g. URI, FQDN, IP 3-tuple) of the T-EAS of the previous ACR.

	> DNAI of the T-EAS
	O
	DNAI information associated with the T-EAS.

	> N6 Traffic Routing requirements
	O
	The N6 traffic routing information and/or routing profile ID corresponding to the T-EAS DNAI.

	> EAS notification indication
	M
	Indicates whether to notify the EAS about the need of ACR.

	> Previous EAS notification indication (NOTE 7)
	O
	Indicates whether to notify the EAS about the cancellation of a previous ACR.

	> S-EAS endpoint (NOTE 1)
	O
	Endpoint information of the S-EAS

	> EEC context relocation details
	O
	Information required for EEC context relocation using the EEC context push or EEC context pull mechanisms.

	>> EEC Context ID (NOTE 5)
	O
	Identifier of the EEC Context 

	>> S-EES ID (NOTE 5)
	O
	Identifier of the EES that provided EEC context ID.

	>> S-EES endpoint (NOTE 5)
	O
	The endpoint address (e.g. URI, IP address) of the EES that provided EEC context ID.

	>> T-EES ID (NOTE 6)
	O
	Identifier of the T-EES. 

	>> T-EES endpoint (NOTE 6)
	O
	The endpoint address (e.g. URI, IP address) of the T-EES. 

	ACR determination data (NOTE 2)
	O
	ACR determination IEs to be included in an ACR request message when ACR action indicates it is ACR determination request.

	> S-EAS endpoint
	M
	Endpoint information of the S-EAS

	NOTE 1:
This IE shall be present if the EAS notification indication or previous EAS notification indication indicates that the EAS needs to be informed.

NOTE 2:
Either ACR initiation or ACR determination shall be included corresponding to the ACR action.

NOTE 3:
This IE shall indicate ACR determination if the request originates from the S‑EAS.

NOTE 4:
Void.

NOTE 5:
This IE may be present only if the request originates from the EEC towards the T-EES.

NOTE 6:
This IE may be present only if the request originates from the EEC towards the S-EES.

NOTE 7:
These IEs shall be present when the EEC re-sends the ACR request as described in clause 8.8.1.3 to indicate a previous ACR is to be cancelled.


7.42.3 Solution Description
7.42.3.1  General
Consider an example as shown in Table below, where the application consists of multiple components as AC Association consisting of one or more AC  can be classified as a Latency Critical (LC) or a Latency Tolerant (LT) . For simplicity, assume one LC  component and one LT component (one AC).

Table 7.42.3.3-1 Description of the execution mode of the application with multiple comonents

	Scenario
	Execution Model
	EAS
	CAS

	I
	Full
	Yes (LT+LC)
	No

	II
	Full
	No
	Yes (LT+LC)

	III
	Split
	Yes (LC and/or LT)
	Yes (LT and/or LC)


The scenario handles ACR or group ACR as a result of the UE moving to, or the UE expecting to move to, a new location which is outside the service area of the serving EAS or EAS is available but not able to serve the full application. It further relies on the EEC being triggered as a result of the UE's movement. 

The ACR is performed for  the relocation of an application context to a CAS such that only the latency tolerant component is moved to  the CAS from the Association. However, it should be repeated for each active AC in the association for which EAS or EDN is not available or EDN is available but EAS is not able to serve full application on that UE location.

7.42.3.2  Pre-conditions:

· The AC in the UE already has a connection to a corresponding S-EAS;

· The pre-conditions for the Service provisioning - Request/Response model as specified in TS 23.558 with regards to the EEC are fulfilled; and

· The EEC is triggered when an application may require ACR, as mentioned in condition IV of clause 6.5. 

· The application is amenable to split into multiple components (Specified in AC association Profile and aggregated Application Service KPIs are provided for that component) (incase it is not supported the ACR may be performed considering the all ACs in the association as a whole)

7.42.3.3 Procedure
The ACR scenarios in TS 23.558 can be extended to include ACR between EAS and CAS based on AC association depending on group of parts of application that are latency critical and the remaing group of parts of application that are latency tolerant. The extension would also include extensions to relevant procedures used in the ACR Scenarios (e.g. T-EAS discovery, ACR request). The ACR will be performed considering association AC. If spliting applicaion into parts is supported in AC Association profile than these profile shall be guided by the aggregated service KPIs for  service group published by an application. EAS discovery will be performed for AC assoication as a whole.  If EAS unavailable or overloaded than EAS discovery is performed for each AC of the association (having reduced KPIs requirement). Therefore, some parts may be served using EAS while other parts allocated to CAS.
7.42.3.4 CAS Decided ACR scernario

TS 23.700 clause 8.8.2.4(Solution#24 " CAS decided ACR scenario " can be updated to allow CAS decided ACR scenario based on aggegrate KPI service for each group published by an application . The split context relocation of parts of application  happens between CAS and EAS. The AC profile Association ID will therefore, need to be part of the ACR request profile that facilitate the ACR  to CAS and T-EAS. 
Conclusion

This solution provides the procedure to utilize CAS in case of ACR  for  supporting applications with multiple components.  It addresses the key issue #11 and the solution is based on considering the AC Association as described in Solution#27 for Key Issue #17.

* * * Next Change * * * *

<Proposed change in revision marks>

* * * Next Change * * * *

<Proposed change in revision marks>
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