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1. Introduction

This pCR provides a solution for UE unified traffic pattern and monitoring management which addresses Key Issue #3 (IoT Platform PSM monitoring and configuration) and Key issue #4 (Configuration of Communication Patterns).  
The solution has been discussed at SA6 #48-49bis. Clause 2 of the contribution preamble provides an overview of the solution, which has been unchanged, but which can present a new reader with additional context. Below (in preamble clause 1) the information provided addresses discussions from SA6 #49-bis and subsequent conference calls.
1.1 Discussion on existing NRM and SCEF/NEF functionality
The latest conference call discussions were centred on the need for this solution, in light of existing NRM functionality from 3GPP TS 23.434.
In 3GPP TS 23.434.v 18.1.0 .0 the only NRM functionality relevant to the solution presented in this contribution is detailed in clause 14.3.6 Event Monitoring. The following pictures depict the subscription and notification procedures from this clause.
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1. Monitoring Event Subscription Request

2. Monitoring Event Subscription Response

3. Subscribe to UE monitoring events as per TS 23.502

4. Subscribe to UE analytics events as per TS 23.288


Figure 14.3.6.2.2-1: Monitoring Events Subscription Procedure 
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3. Notify Monitoring Events

1. Receive UE monitoring event notifications as per TS 

23.502

2. Receive UE analytics event notifications as per TS 

23.288


Figure 14.3.6.3.2-1: Monitoring Events Notification Procedure 
In addition, clause 14.3.6.3.2 specifies for the monitoring events notification procedure: “3.
The NRM server notifies the VAL server about the events related to the VAL UE in Notify Monitoring Events message. If multiple events are to be notified, then the NRM server may aggregate the notifications and send to the VAL server.”
The monitoring event notification (step 3 above) is described in the table below

Table 14.3.2.19-1: Monitoring Events Notification
	Information element
	Status
	Description

	EventDetails
	
	List of events related to VAL UE(s).

	> identity
	M
	VAL UE for which the events are related to.

	> events
	M
	List of Monitoring and Analytics events related to the VAL UE. 

	Timestamp
	O
	The timestamp for the monitoring and analytics events


3GPP TS 29.549 v. 17.5.0 provides information in the encoding of the event information, i.e. it is the same as that described by 3GPP TS 29.122. v17.6.0 on the northbound T8 interface.
3GPP TS 23.682 v 17.3.0.clause 5.6.0 specifies, in the context of monitoring procedures:

“NOTE 1:
For the case of an individual UE, an SCEF may aggregate Monitoring Event configuration requests for the same External identifier/MSISDN from different SCS/AS instances.

NOTE 2:
For the case of groups, an SCEF may aggregate Monitoring Event configuration requests for the same External Group Identifier from different SCS/AS instances.”

The reporting of the monitoring event is captured in several clauses (i.e. from PCRF, HSS, MME/SGSN) in clauses 5.6.3 and 5.6.5. In all these cases, the monitoring indications on the T8 interface, i.e. from SCEF to the destination node/SCS/AS using the T8 Destination Address.

T8 Destination is a parameter that is included by the SCS/AS in T8 messages where the SCS/AS can request response to a specific address
Observation 1: Existing aggregation features can be described in the context of monitoring as follows:
· At NRM according to 3GPP TS 23.434 v 18.1.0: NRM can take N monitoring requests from single SCS/AS -> M configurations from NRF to SCEF -> M configurations from SCEF to HSS, MME, SGSN -> M notifications from HSS, MME, SGSN to SCEF - > M notifications from SCEF to NRM -> single notification from NRM to single SCS/AS. Given that in 3GPP TS 29.549 v. 17.5.0 events are the same as those described by 3GPP TS 29.122. v17.6., it looks like N=M
· At SCEF/NEF according to 3GPP TS 23.682 v 17.3.0: SCEF can aggregate subscriptions from K *SCS/AS for the same event Ex -> a single monitoring configuration for Ex being provided by SCEF to HSS, MME, SGSN -> single notification from HSS, MME, SGSN to SCEF - > multiple notifications from SCEF to the K * SCS/AS 
Observation 2: The notifications provided by NRM to VAL Servers conforms to  to 3GPP TS 29.549 and therefore can be a list of MonitorEvents as described in 3GPP TS 29.122. For example, for, it may contain  UE_REACHABILITY and AVAILABILITY_AFTER_DDN_FAILURE  events.
1.2 Discussion on IoT-PCS functionality
Based on this contribution, for the UE unified traffic pattern update subscription, the IoT-PCS decides which CN events to subscribe for. In addition, the IoT PCs maintains the activity patterns of the UE and, when receiving notifications from SCEF, it updates UE unified traffic pattern, i.e. schedule elements such as (  *; 0-30 ; 2; *; Jan-Sept; Tues; *. ). Afterwards, it sends notifications to VAL servers with updated schedule elements such as (  *; 0-30 ; 2; *; Jan-Sept; Tues; *. )

Observation 3: 
a) The IoT-PCS translates VAL server requests for maintain UE schedule (i.e. UE unified traffic pattern) into CN events to subscribe for and the corresponding notifications into UE schedule elements (for UE unified traffic pattern update subscription)

b) For the UE unified traffic pattern update subscription, the notifications provided by IoT-PCS to VAL servers informs of updates to schedule elements such as ( *; 0-30 ; 2; *; Jan-Sept; Tues; *. ). Such notifications are not provided by neither SCEF, NEF nor NRF.
1.3 Discussion Conclusion

Based on Observations 1-3, IoT-PCS functionality proposed does not duplicate nor resemble existing NRM functionality. Similarly, IoT-PCS functionality does not duplicate nor resemble existing SCEF/NEF functionality.
2 Solution Overview

The solution proposes that the IoT-PCS server maintains information related to UE unified traffic patterns and to traffic patterns for UEs. This information is set up based on procedures described in 5.z.2:

· Information provided by IoT-App servers about UE unified traffic patterns in the subscription request  for notifications of timing changes in the 3GPP network.

· Requests from the IoT-PCS server to elicit traffic pattern information from IoT-App Servers. This can be used e.g. to solicit information from IoT-App Servers that did not initiate the subscription request, but based on platform information have related traffic information

Notes on the naming adopted:

·  At the service layer level the following terms are used:

· “activity pattern” refers to UE level activity levels, e.g. sleep, etc.

· “traffic pattern” refers to application-level patterns of data traffic. 

· In the interactions with the CN, the following terms are preferred because they are the same as those used by SA2 :

· “communication patterns” refer to UE level patterns of data traffic, not distinguished by application.

· “network parameters” (configuration) are IEs that application servers can provide to the 3GPP network that are used as proposals to the CN. The CN determines the actual values. The implementation of those values creates what ultimately becomes the actual UE “activity level”

The existing 5GC exposure APIs used based on the info above are (as described in 5.z.3)

· CP configuration – where information provided by the servers is used for resource network planning, with no impact of per-UE functionality

· Activity pattern management: - where the IoT-PCS sets up subscription to UE events. The timing information obtained from the monitoring is used to update the UE activity. Notifications can be forwarded to IoT-app servers for both events provided by the CN and for activity timing changes, as needed.

· Network parameter coordination – where the IoT-PCS provides the activity pattern maintained to the CN, to influence the sleep/active time. The network determines the final values it implements.

Note that no changes are proposed to any Core Network APIs or CN functionality.

3. Reason for Change

Address Key Issues #3 and #4.
4. Proposal

It is proposed to agree the following changes to 3GPP TR 23.700-97
SA6#50 changes:

222237 Rev 1 adds text in the evaluation:

·  for the UE unified traffic pattern management procedures can be considered in the normative phase as enhancements to NRM event monitoring 
· For the Network parameter coordination normative phase to sync up with any possible SA2 changes. An LS to SA2 is specifically recommended to bring to their attention that aggregation in CN may still be needed and to comment on whether an aggregation at IoT-PCS level is beneficial.

222237 Rev 2 = 222388
·  Adds use of the Applied parameter configuration notifications from CN to determine whether external parameter configurations are compatible or not with the current UE unified traffic pattern maintained by the IoT-PCS. If the external configuration is incompatible with the current settings, the IoT-App servers are notified.  
· further clarifies the evaluation text
222388 REV 1: replaced “UE activity pattern” terminology with “unified traffic pattern” 
* * * First Change * * * *

5.Z
Solution #Z: UE unified traffic pattern and monitoring management

5.Z.1
General
Editor’s Note : The figures in this clause need to be updated to reflect terminology change from “UE Activity pattern” to “UE unified traffic pattern”. 
5.Z.2
Procedures and information flows

5.Z.2.1
General

UE unified traffic pattern and monitoring management procedures allow IoT-PCS to offer services leveraging several CN exposure APIs:  communication patterns configuration, network parameter values configuration and UE monitoring event management. 

5.Z.2.2
UE unified traffic pattern and monitoring management subscription procedure

An IoT-App VAL or SEAL server can indicate to the IoT-PCS server its interest in receiving UE unified traffic patterns and monitoring management services by sending the UE unified traffic pattern and monitoring management subscription request.
The subscription requests from each IoT-App VAL or SEAL server also include the traffic pattern configuration of the requester, which refers to application-level patterns of data traffic. The IoT-PCS server aggregates the traffic patterns obtained from the requestors (and described in Table 5.z.2.5.1-2) to determine the UE unified traffic patterns per UE. The UE unified traffic patterns are described via Table 5.z.2.5.3-1 for the  UE unified traffic pattern update notification. These aggregated traffic patterns per UE (termed UE unified traffic pattern) are updated/adjusted by the IoT-PCS Server based on information obtain from UE monitoring.
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Figure 5.Z.2.2-1: UE unified traffic pattern and monitoring management subscription procedure
1. In order to subscribe to the IoT-PCS Server services, the IoT-App VAL/ SEAL server sends the UE unified traffic pattern and monitoring management request, as detailed in clause 5.z.2.5. The subscription request may include IoT-App traffic pattern configuration, which provides the traffic patterns of the specific IoT-App VAL/SEAL Server. The request may also include Management subscription indications which indicate to the IoT PCS server which management and 5GC exposure procedures the IoT-App VAL/SEAL server allows the IoT-PCS Server to perform on its behalf. 

2. Upon receipt of the request, the IoT-PCS server sends a UE unified traffic pattern and monitoring  management subscription response.

3. The IoT-PCS Server aggregates UE unified traffic pattern and monitoring management subscription requests from different IoT-App VAL/SEAL servers and determines the UE unified traffic pattern per UE (using the traffic patterns of all the IoT-Apps communicating with the UE). If the IoT-PCS Server determines that additional or updated IoT-App traffic pattern configurations are needed, it requests them from the IoT-App Servers using the Traffic pattern configuration request procedure in clause 5.z.4.

4.  Depending on the subscription requests received and local policies, the IoT-PCS Server executes one or more management and 5GC exposure procedure (per UE).  Management and 5GC exposure procedures are detailed in clause 5.z.3. 

The IoT-PCS Server determines the management procedures required to be executed on behalf of the IoT-App VAL/SEAL Servers .based on the  received management subscription indications as follows:

· If the CP configuration indication is provided, the IoT-PCS executes the CP configuration procedure detailed in clause 5.Z.3.2.

· If the UE activity monitoring management indication is provided, the IoT-PCS Server executes steps 1-3 of the UE unified traffic pattern monitoring procedure detailed in clause 5.Z.3.3.

· If the UE activity monitoring update notification indication is provided, the IoT-PCS Server executes the steps 1-4 of the UE unified traffic pattern monitoring procedure detailed in clause 5.Z.3.3. 

· If the Network parameter coordination indication is provided, the IoT-PCS executes the network parameter coordination procedure detailed in clause 5.Z.3.4.

NOTE 1: The IoT-PCS Server translates the management subscription indications received from different IoT-App VAL/SEAL Servers into per-UE management indications based on local policies and configurations. For example, an IoT-PCS Server may be configured to execute a management procedure for a UE if at least one IoT-App VAL/SEAL Server indicates it. Another IoT-PCS Server may be configured to provide all the management procedures for the UEs using the platform independent of IoT-App Server subscription indications.

NOTE 2: Corresponding subscription update request and unsubscribe request procedures will complement this functionality in the normative phase. These would allow the update of the subscription request parameters and the deletion of the entire subscription, respectively.

5.Z.2.3
UE unified traffic pattern update notification procedure

An IoT-PCS Server can provide updated UE unified traffic pattern information to IoT-App VAL or SEAL servers by sending UE unified traffic pattern update notifications as shown in figure 5.Z.2.3-1. The Activity pattern management procedure detailed in clause 5.Z.3.3. is an example of procedure which may result in UE unified traffic pattern updates at the IoT-PCS server, based on which UE unified traffic pattern update notifications are provided.

Pre-conditions:

1)
The IoT-App Val/SEAL server has subscribed for UE unified traffic pattern and monitoring management services, requesting to receive UE unified traffic pattern update notifications 
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Figure 5.Z.2.3-1: UE unified traffic pattern update notification procedure
1. The IoT-PCS server sends the UE unified traffic pattern update notification when either of the following occurs:

· Monitoring events lead to updates in the UE unified traffic pattern (e.g., to schedule elements in Table 5.z.2.5.3-1) the IoT-PCS server sends a corresponding notification to the IoT-App VAL/SEAL server. Other notifications may be provided, e.g., if the stationary indication changes.
· An NP Configuration Notification is received with a new set of applied network parameters and if the IoT-PCS Server determines that the new configuration is incompatible with the current UE unified traffic pattern (see also clause 5.z.3.3 step 3).
5.Z.2.4
Traffic pattern configuration request procedure

To obtain information about service-specific traffic patterns for a UE,  the IoT-PCS server can request traffic pattern configuration from the IoT-App VAL/SEAL server. This procedure may be used for example to request traffic patterns from IoT-App Servers which did not initiate UE unified traffic pattern and monitoring management, but which nevertheless communicate with the UE.
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Figure 5.Z.2.4-1: Traffic pattern configuration request
1. In order to obtain the service-specific traffic pattern configuration for a UE, the IoT-PCS Server sends traffic pattern configuration request to the IoT-App VAL/ SEAL server. The request parameters indicate the UE(s) for which the request is made. 

2. Upon receipt of the request, the IoT-App VAL/SEAL server sends a response. The parameters include one or more traffic pattern elements. 

5.Z.2.5
Information Flows

5.Z.2.5.1 
UE unified traffic pattern and monitoring management subscription request 

Table 5.z.2.5.1-1 describes the information flow for the UE unified traffic pattern and monitoring management subscription request  from the IoT-App VAL/SEAL server to the IoT-PCS server.

Table 5.z.2.5.1-1: UE unified traffic pattern and monitoring management subscription request
	Information element
	Monitoring
	Description

	IoT-App VAL UE ID
	M
	UEs hosting IoT-App clients for which the subscription is requested 

	IoT-App VAL service ID
	M
	Identity of the VAL service for which the subscription is requested.

	Management subscription indications
	M
	At least one of the following indications is to be provided

	> CP configuration indication
	O
	Indicates whether CP configuration by the IoT-PCS Server with 5GC  is requested. (NOTE 1)

	> UE activity monitoring management indication
	O
	Indicates that management of the UE activity monitoring is requested

	> UE unified traffic pattern update notification indication
	O
	Indicates that notifications for updates of the UE activity monitoring is requested

	> Network parameter coordination indication
	O
	Indicates whether network parameter coordination by the IoT-PCS with 5GC is requested  (NOTE 1)

	IoT-App traffic pattern configuration
	O
	Traffic pattern configuration of the VAL service for this UE, as described in table 5.z.2.5.1-2.

	NOTE 1: 
The CP configuration and the network parameter coordination functionality are also subject to policies available at the IoT-PCS Server.


Table 5.z.2.5.1-2: IoT-App traffic pattern configuration
	Information element
	Monitoring
	Description

	Schedule elements
	O
	List of schedule elements applicable to the traffic patterns of the VAL service for this UE. Each schedule  element is composed from seven fields:  second, minute, hour, day of month, month, day of week and year.  Each element indicates times or durations when the service traffic occurs. Multiple schedule elements can be used to create complex scheduling. (NOTE 3)

	Expiration time
	O
	Identifies when the IoT-App traffic pattern parameter configuration expire. If absent, it indicates that there is no expiration time.

	Stationary indication
	O
	Identifies whether the UE is expected to be stationary or mobile while communicating using this traffic pattern configuration


NOTE 3: The following is an example of a schedule element with the fields: second, minute, hour, day of month, month, day of week and year:

 *; 0-30 ; 2; *; Jan-Sept; Tues; *. 

This schedule element, when used for IoT-App VAL traffic patterns translates to the following in the CpProvisioning API as described in TS 29.122 clause 5.10: 

· periodicCommunicationIndicator: TRUE

· communicationDurationTime: 30 min

· periodicTime: 1 week

· scheduledCommunicationTime: Tues, 2:00-2:30

· validityTime: calculated using the Jan-Sept range and the provided expiration time.
Editor’s Note: The format of this IE is to be provided in stage 3. The purpose of the TR description is to clarify how the same element can contain multiple periodicities, specify start/stop times, etc.
5.Z.2.5.2 
UE unified traffic pattern and monitoring management subscription response

Table 5.z.2.5.2-1 describes the information flow for the UE unified traffic pattern and monitoring management subscription response from the IoT-PCS server to the IoT-App VAL/SEAL server.

Table 5.z.2.5.2-1: UE unified traffic pattern and monitoring management subscription response

	Information element
	Monitoring
	Description

	Result
	M
	Indicates success or failure of the subscription request


5.Z.2.5.3 
UE  activity pattern update notification

Table 5.z.2.5.3-1 describes the information flow for the UE unified traffic pattern update notification from the IoT-PCS server to the IoT-App VAL/SEAL server.

Table 5.z.2.5.3-1: UE unified traffic pattern update notification
	Information element
	Monitoring
	Description

	 UE ID 
	M
	UE for which the UE unified traffic pattern update the notification is provided for 

	Schedule elements
	O
	Schedule element applicable to the activity patterns of the UE. A schedule element is composed from seven fields:  second, minute, hour, day of month, month, day of week and year.  Each element indicates times or durations of UE availability. 

	Stationary indication
	O
	Identifies whether the UE is expected to be stationary or mobile while communicating using this activity pattern, as determined by the IoT-PCS Server

	Cause
	O
	This element is mandatory when the notification is provided to inform of a parameter configuration applied by the network which is incompatible with the existing Traffic Patterns. (NOTE)

The element is optional when the notification informs of UE unified traffic pattern updates, providing additional information on the reason for the UE unified traffic pattern update (e.g. monitoring events received) 

	NOTE: For notifications of incompatible configurations, the normative phase can consider whether adding an optional element with a proposed IoT-PCS Server UE unified traffic pattern update is beneficial. 


5.Z.2.5.4 
Traffic pattern configuration request

Table 5.z.2.5.4-1 describes the information flow for the Traffic pattern configuration request from the IoT-PCS server to the IoT-App VAL/SEAL server.

Table 5.z.2.5.4-1: Traffic pattern configuration request
	Information element
	Monitoring
	Description

	 UE ID 
	M
	UE for which the Traffic pattern configuration is requested.


5.Z.2.5.5 
Traffic pattern configuration response

Table 5.z.2.5.5-1 describes the information flow for the Traffic pattern configuration response from the IoT-App server to the IoT-PCS server.

Table 5.z.2.5.4-1: Traffic pattern configuration response
	Information element
	Monitoring
	Description

	 UE ID 
	M
	UE for which the Traffic pattern configuration is provided

	IoT-App traffic pattern configuration
	M
	Traffic pattern configuration of the VAL service for this UE, as described in table 5.z.2.5.1-2.


5.Z.3
Management and 5GC exposure procedures

5.Z.3.1
General

5.Z.3.2
CP configuration procedure

The CP configuration procedure uses the information received by the IoT-PCS Server from the IoT-App regarding predictable communication behaviour of their services to provide information to 5GC for resource planning purposes, using an existing network exposure API.

Pre-conditions:

1) IoT-PCS Server determines to provide the service for a specific UE after receiving CP configuration indications in UE unified traffic pattern and monitoring management subscription requests, subject to policy.
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Figure 5.Z.2.2-1: CP configuration procedure
1. The IoT-PCS Server stores all Traffic pattern configurations received for the UE in subsequent UE unified traffic pattern and monitoring management subscription procedures, and determines the UE unified traffic pattern. The IoT-PCS Server can also initiate Traffic pattern configuration requests to obtain additional configurations. The IoT-PCS Server uses the UE unified traffic pattern  to determine a CpParameterSet, as defined in TS 29.122, for the CpProvisioning API.

2. The IoT-PCS Server determines based on local policy when the CpProvisioning API is to be invoked and executes the CP parameter provisioning procedure described in TS 29.122 clause 4.4.9.

5.Z.3.3
UE unified traffic pattern management procedure

The Activity pattern management procedure is used to determine and manage a unified Activity pattern applicable to a specified UE. The IoT-PCS Server then uses the 5GC exposure of UE monitoring events to update the UE unified traffic pattern.

Pre-conditions:

1) IoT-PCS Server determines to provide the service for a specific UE if either of the following conditions is true:

a. It receives UE activity monitoring management indications in UE unified traffic pattern and monitoring management subscription requests; or

b.  It determines to provide Network parameter coordination services for the UE.
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Figure 5.Z.2.2-1: UE unified traffic pattern and monitoring management subscription procedure
1. The IoT-PCS Server determines an initial UE unified traffic pattern, e.g. by using all Traffic pattern configurations received for the UE .

2. The IoT-PCS Server determines, based on local policy that UE monitoring events are to be configured and executes the corresponding Monitoring procedure as described in TS 29.122 clause 4.4.2.

3. The IoT-PCS Server updates the UE unified traffic pattern based on the received monitoring events as follows:

· If a Monitoring Notification report for UE_REACHABILITY is received, and idleStatusInfo information is provided in the report, the IoT-PCS Server changes the schedule element of the UE unified traffic pattern such that the duration of activity is set to the value of the activeTime parameter configured in the idleStatusInfo.

· If a Monitoring Notification report for AVAILABILITY_AFTER_DDN_FAILURE is received after a UE transitions to idle mode, the IoT-PCS Server updates the schedule element of the UE unified traffic pattern such that:  the start of an activity window is based on the Idle Timestamp, with a periodicity equal to the TAU/RAU Timer; the duration of the activity window indicates the Active Time value.

· If a Monitoring Notification report for COMMUNICATION_FAILURE is received The IOT-PCS updates the schedule element of the UE unified traffic pattern to indicate that no communications are currently available (e.g. by using a keyword such as “NULL”).  Local policies may specify events/ thresholds further defining when the IoT-PCS may provide a UE unified traffic pattern update based on monitoring events. For example, the update may be provided only after repeated communication failures are received within a timespan, or only if high reliability communications are expected.  It is recommended that UE Reachability monitoring is also enabled in conjunction with the Communication Failure monitoring. This enables the IoT-PCS to provide updated timing information once the UE becomes reachable again.

· If a Monitoring Notification report for LOSS_OF_CONNECTIVITY is received, the IoT-PCS Server changes the schedule element of the UE unified traffic pattern to indicate that no communications are currently available 


· 
· 
· 
4. Conditional: The IoT-PCS Server notifies subscribers of the UE unified traffic pattern updates, as described in clause 5.z.2.3
5.Z.3.4
Network parameter coordination procedure

The network parameter coordination  procedure uses UE unified traffic pattern information  to influence aspects of UE/network behaviour such as the UE’s PSM and extended idle mode DRX. For this purpose, parameter values may be suggested for Maximum Latency and Maximum Response Time for a UE. 5GC may choose to accept, reject or modify the suggested configuration parameter value.

Pre-conditions:

1) IoT-PCS Server determines to provide the service for a specific UE after receiving Network parameter coordination indications in UE unified traffic pattern and monitoring management subscription requests, subject to policy.

2) IoT-PCS Server determines and manages UE unified traffic patterns as described in clause 5.z.3.3. 
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Figure 5.Z.2.2-1: Network parameter coordination procedure
1. The IoT-PCS Server determines to provide Network parameter configuration to 5GC. This determination can be based on updates to the UE unified traffic patterns resulting from interactions with IoT-App Servers (e.g. Traffic pattern configuration updates), on local policies, etc.

The IoT-PCS Server determines parameters the needed for NpConfiguration data structure as specified in 3GPP TS 29.122 from the UE unified traffic patterns as follows:

· maximumLatency – This value tells the network how long the UE is allowed to sleep.  Setting it to 0 will disable PSM, extended idle mode DRX, and extended buffering.  The IoT-PCS can extract the periodicity derived from the UE unified traffic pattern, which includes the schedule elements for the UEs communications with all IoT-Apps. The IoT-PCS Server sets Maximum Latency to be approximately the periodicity of the active periods derived from the schedule element of the UE unified traffic pattern.

· maximumResponseTime – When the UE uses PSM, Maximum Response Time tells the network how long the UE should stay reachable after a transition to idle.  When the UE uses eDRX, Maximum Response Time is used by the network to determine when to send a reachability notification before a UE’s paging occasion.  The IoT-PCS Server extracts a duration of activity from the schedule element of the UE unified traffic pattern and sets Maximum Response Time to reflect the duration of activity, indicating how long the UE should stay reachable for downlink communications. 

2. The IoT-PCS Server performs the Network Parameter Configuration procedure as described in TS 29.122 clause 4.4.12.

NOTE: The values provided by IoT-PCS Server to 5GC in the Network parameter configuration procedure may or may not be accepted by the network. If they are not accepted, 5GC responds accordingly and the previous values apply, or new values are provided. The new values are used by IoT-PCS Server as described in clause 5.z.3.3, when they were provided via monitoring event notifications.

5.Z.3
Evaluation

The solution addresses Key Issues #3 and #4. 
The solution captured in this clause except sub-clause 5.z.3.2 allows the IoT-PCS to aggregate scheduling information and monitoring requests from multiple IoT-App Servers. Aggregated monitoring in the application layer can greatly reduce the signalling burden on the exposure interfaces, i.e. T8/ N33, especially for MIoT.
In addition, the solution enables IoT Platforms to integrate network-agnostic ASs (i.e. without SCEF/NEF APIs) and to provide them with UE monitoring and scheduling features. IoT-PCS Server is also used to use application-level scheduling to derive 5GC PSM configurations on behalf of multiple IoT-App servers. At the same time, this solution does not affect the ability of IoT-App VAL/SEAL Servers to directly interact with 5GS for UE monitoring. Therefore, the UE unified traffic pattern management features, provide a viable solution recommended for the normative phase.
The UE unified traffic pattern management procedure can be considered in the normative phase as enhancement to NRM event monitoring (as an alternative to IoT-PCS functionality).
The IoT-PCS server can aggregate network parameter configurations for its serviced IoT App servers. However, additional coordination from different IoT-PCS servers and other AFs (not served by IoT-PCS server) is done in the 3GPP CN. 
Editor’s Note : Further evaluation of the solution is FFS and coordination with SA2 may be needed before deciding this function to normative work. Coordination is needed to determine whether CN enhancements to enable aggregation of inputs form servers external to an IoT-PCS deployment are being developed. Using SA2 feedback, SA6 will determine whether the SA6 solution in clause 5.Z.3.4 is beneficial and will adjust the scope of normative work accordingly.
The procedure for CP configuration in clause 5.Z.3.2 addresses KI #4. However, given the SCEF/NEF capabilities to deal with multiple CP configurations per UE, such a solution does not provide significant advantages, therefore it is not proposed to be considered for the normative phase.
�Pls allow more time to discuss this add-on
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