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1. Introduction
This pCR provides the detailed use cases and requirements for KI#18 and KI#20, to avoid the mixed concepts between linkage EAS and federated EAS. 
2. Reason for Change
The clear use case is helpful to correctly undestand the related requirements. However, in current TR version, there is no clear use cases associated with the linkage EAS in KI#18 and the federated EAS in KI#20. Thus, it further causes difficulty to understand the solutions due to different interpretations of the requirements.
3. Conclusions

The use cases and requirements are different between the linkage EAS in KI#18 and the federated EAS in KI#20. The linkage EAS information is managed by AC developer (e.g. in AC profile), and the federated EAS information is managed by server developer (e.g. in EAS profile).
4. Proposal

It is proposed to agree the following changes to 3GPP TR 23.700-98 v1.1.1.
* * * First Change * * * *

4.18
Key issue #18: Linkage between EASs

Rel-17 EEL procedures are designed such that services like EAS discovery and service continuity support are performed per EAS, where individual EASs are uniquely identified using EAS endpoints (e.g., URI, FQDN, IP address). 

However, to provide services to the end user a typical AC communicates with multiple endpoints i.e., multiple EASs. This creates a linkage between these EASs, which impacts the support provided by the Edge Enabler Layer. Taking an example of an online game where to support large number of users, different game functions are split across multiple servers; like, a game engine for game state and user input management, in-game chat server for communication between players and a capture server for capturing rendered images, encoding, and transporting them to the player's device. If each of these EASs are discovered, controlled, and relocated individually, it may impact the overall quality of service. For e.g. ACR failing for the game engine should cancel the ACR of the capture server to maintain their proximity. 

This key issue is to study the impacts on the EEL's support functions created by such linkages or dependencies between the EASs. 

NOTE:
This KI does not focus on enabling communication between the EASs, rather, it focuses on coordination at the EEL.
NOTE:
The linkage EAS information is managed by AC developer (e.g. in AC profile), the detailed use case is shown in Annex X.2.
Open issue:

-
How can the EEL identify linkages between the EASs? 
-
What are the impacts on EEL procedures due to linkage between the EASs e.g. when the linkage EASs are served by the same EES and require ACR due to UE mobility?
* * * Next Change * * * *

4.20
Key issue #20: Method of supporting federated EAS service
In order for EAS to provide services (weather, transportation, maps, etc.) in partnership with other EASs, EAS context processing and federated EAS support may be required at edge-compatible layers. When ACR occurs due to UE mobility, a method of rearranging the federated EAS context may be required to provide continuous service of the federated EAS. In addition, there may be a need for a method for finding an EAS that provides a federated EAS service within the EDN in which the UE has moved.

Although EAS can discover and communicate other EAS APIs through CAPIF's functions, but for service continuity, it may be necessary to discover EASs providing federated EASs and relocation the context of EASs that provided federated capabilities.

NOTE:
This KI focuses on coordination at the EEL when the federated EAS provides services to the AC on a UE.
NOTE:
The federated EAS information is managed by server developer (e.g. in EAS profile), the detailed use case is shown in Annex X.3.
Open issues:
-
Whether and how the EEL can support to federated EAS context management.

-
Whether and how the EEL can support the relocation of the federated EAS context for service continuity.

-
Whether and how the EEL can discover EAS that provides the services of the federated EASs.
* * * Next Change * * * *
5.X
Linkage EAS
5.x.1
General

This clause specifies the requirements for the linkage EAS in KI#18.
5.x.2
Requirements

The following is the architectural requirements for the linkage EAS in KI#18.

1. The application layer architecture shall provide mechanisms to discover the (target) linkage EASs coordinately, to avoid the (target) linkage EASs are in different deployment locations (e.g. different data centers).

2. The application layer architecture shall provide mechanisms to support that the application context of linkage EASs can be relocated together.
5.Y
Federated EAS
5.y.1
General

This clause specifies the requirements for the federated EAS in KI#20.
5.y.2
Requirements

The following is the architectural requirements for the federated EAS in KI#20.

1. The application layer architecture shall provide mechanisms to discover the main EAS of federated EAS, the main EAS renders the services to the AC by interacting with the other EAS(s) in federated EAS.
* * * Next Change * * * *
Annex X (Informative): Use cases for linkage EAS and federated EAS
X.1
General
By taking gaming application as an example, this Annex provides the detailed use cases for the linkage EAS in KI#18, and the federated EAS in KI#20. 
X.2
Linkage EAS
X.2.1
Description 
Linkage EAS is about the AC connecting to multiple EAS(s). The linkage EAS information is managed by AC developer (e.g. in AC profile).
By configuring the gaming server information in application client, gaming client connects to multiple edge application servers (e.g. game server and chat server) to process gaming traffic. Multiple edge application servers form linkage EAS(s) to serve the same gaming client. From the perspective of client development, the gaming client knows all information about the linkage EAS(s) by configuring the information at the application client (e.g. AC profile). 
X.2.2
Pre-conditions 
To meet various functional requirements of gaming application, such as character’s battle and guild chat, the gaming company A develops the application client to interact with multiple EASs including game server and chat server, as shown in Figure x.2.2-1. The linkage EASs consists of game server (e.g. EAS ID 1) and chat server (e.g. EAS ID 2), and is managed by AC developer (e.g. in AC profile). Through 5G network, gaming client (e.g. AC) connects to game server and chat server to play game.
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Figure x.2.2-1 Example of linkage EAS
X.2.3
Service Flows 
1. Company A develops the application client of gaming X by using multiple edge application servers (self deployment or third-party deployment), where the linkage EAS(s) consists of game server and chat server. The linkage EAS information is configured in gaming client (e.g. in AC profile). 
2. Alice as player of gaming X, starts the gaming client. Gaming client should be able to discover the EAS(s) as per the linkage EAS(s) via the Edge Enabler Layer. By connecting to EAS(s) (e.g. EAS#1 and EAS#2) corresponding to the linkage EAS(s), Alice has smooth experience of gaming X.
X.3
Federated EAS
X.3.1
Description 
Federated EAS is about an EAS utilizing services of other EAS(s) to serve the AC. The federated EAS information is managed by server developer (e.g. in EAS profile).
In server development for gaming application, the traditional single game server is divided into multiple edge application servers according to different functional modules, such as game server and chat server. These multiple edge application servers form the federated EASs to serve the same client. The gaming client only connects to the main EAS of federated EAS(s) (e.g. game server) and does not connect to other federated EAS(s) (e.g. chat server). The main EAS (e.g. game server) renders the services to the gaming client by interacting with the other EAS (e.g. chat server) in the federated EAS(s).
X.3.2
Pre-conditions 
Considering the requirements of gaming application (e.g. high security and capacity), the company A develops the following gaming server architecture, as shown in Figure x.3.2-1. There are federated EASs consisting multiple EASs to support game application, such as game server and chat server. The federated EAS information is managed by server developer (e.g. in EAS profile). Through 5G network, gaming client (e.g. AC) can connect to EAS#1 (e.g. game server) to consume the gaming service.
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Figure x.3.2-1 Example of federated EAS
X.3.3
Service Flows 
1. Company A develops game X by using the above server architecture, where game server and chat server form the federated EAS. The game server has information that the gaming traffic needs to further forward to chat server to process. The edge deployment instance of game server is EAS#1 and the instance of chat server is EAS#2.
2. The gaming client only has the address information of main EAS, i.e. game server, but is unaware of the topology and address information of the other EAS(s) (i.e., chat server).
3. Alice as player of gaming X, starts the gaming client. The gaming client discovers the game server (i.e., EAS#1) via the Edge Enabler Layer. By connecting and interacting with EAS#1 (e.g. game server), Alice has smooth experience of gaming X from EAS#1, which combines services from EAS#1 and EAS#2.
