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1. Introduction
This contribution proposes that CAS stand for "Central Application Server," rather than "Cloud Application Server."
2. Reason for Change
The term "cloud" may be generally used for computing services using remote servers rather than local ones. Some organization (e.g., GSMA OPG) even uses a term "edge cloud" to mention a remote computing environment close to the UE. Therefore, contrasting "edge" with "cloud" is confusing, and thus using "central application server" instead of "cloud application server" would be preferable.
NOTE:
The term "central cloud" can be used to show the comparison with "edge cloud."

In addition, the title of clause 7.24 is changed to clarify the difference between clauses 7.24 and 7.25.
Rev1:
Based on email discussion, it is clarified that CAS stands for Cloud Application Server.
Rev2:
Definition of the cloud data network is added.
3. Conclusions
4. Proposal

It is proposed to agree the following changes to 3GPP TR 23.700-98 v1.0.1.
* * * First Change * * * *
3.1
Terms

For the purposes of the present document, the terms given in 3GPP TR 21.905 [1], 3GPP TS 23.558 [2] and the following apply. A term defined in the present document takes precedence over the definition of the same term, if any, in 3GPP TR 21.905 [1] and 3GPP TS 23.558 [2].

<defined term>: <definition>.

Cloud data network: A data network having a set of servers deployed in a central place and capable of serving UEs from wider coverage area, as opposed to the edge data network.

* * * Next Change * * * *

6.6
Option #6: Architecture for ACR between EAS and CAS with CES
6.6.1
Architecture enhancements
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Figure 6.6.1-1: Illustration of application architecture with Edge and Cloud server deployment

In this solution, the Cloud Application Server (CAS) is supported by Cloud Enabler Server (CES) via EDGE-3' reference point and CES is supported by ECS via EDGE-6' reference point. The CES communicates with EES or another CES via EDGE-9' reference point. The EEC utilizes EDGE-1' reference point to communicate with the CES. The CES and CAS interact with 3GPP Core Network via EDGE-7' reference point and EDGE-2' reference point, respectively.



From concept wise, the CAS and CES are servers deployed in a cloud data network and EAS and EES are servers deployed in an edge data network. If certain EAS and EES in the edge data network are capable of supporting more UEs than regular edge server and can serve UE from anywhere (N6 routable), their roles become those of CAS and CES, respectively .

The EDGE prime reference points have the similar functions as the existing EDGE reference points. For instance, CASs are registered via EDGE-3' in CES to enable CES to offer suitable CAS via EDGE-1' to EEC; and CESs are registered via EDGE-6' in ECS to enable ECS to offer suitable CES via EDGE-4 to EEC.

The differences in EDGE prime reference points comparing to existing EDGE reference points are:

-
The CAS does not have service area restriction in CAS profile when registered into CES.

-
The CES does not have service area restriction in CES profile when registered into ECS.

Editor's note:
Further analysis is needed to describe the detailed differences for EDGE prime reference points and the cardinality rules.

6.6.2
Identities

None.

6.6.3
Cardinality rules

None.

* * * Next Change * * * *

7.24
Solution #24: ACR between CAS and EAS 
7.24.1
Architecture enhancements
Architecture enhancements in clause 6.6 is the basis for this solution.
7.24.2
Solution description
7.24.2.0
General
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Figure 7.24.2-2: UE moves from one EDN to Cloud DN then to another EDN

As depicted in figure 7.24.2-2, since the EAS may have service area restriction, once the UE is moving out of the current edge coverage, to keep service continuity, the application client needs to connect to either another EAS in new EDN or the CAS. For the latter case, the EES interacts with the CES via EDGE-9' reference point and application context is transferred between the EAS and CAS. Later, if the UE is moving to an area with edge coverage, the CES interacts with the EES via EDGE-9' reference point and application context is transferred between the CAS and EAS.
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