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1. Introduction
This contribution proposes a new KI and solution for the eEDGEAPP.
2. Reason for Change
The highly reliable edge computing aims to provide fault tolerance, high availability and service resillence for the application services as well as the application supporting layer.
It is needed to study how edge computing (EDGEAPP in SA6) can provide such high reliability in EES/ECS and to support highly reliable EAS.

3. Conclusions

<Conclusion part (optional)>
4. Proposal

It is proposed to agree the following changes in TR 23.700-98.
Update for SA6#49bis: 
· The KI focus on SA6 application layer. SA5 mechanism is out of the scope. 
· More explanations in solution XX.
* * * First Change * * * *

4.X
Key issue #YY: Reliable Edge service
When the Edge services are deployed in a virtualized environments (i.e. built for cloud), it is expected that the overall reliability of the system shall be at least the same as the reliability of non-virtualized system. Therefore, the EDGEAPP service-based architecture as depicted in figure 6.2-1 of 3GPP TS 23.558 [2] should be designed in a way that seamless replacement, addition or removal of services is possible and does not require specific (re-)configuration of both the running and the new component(s).

The ECS/EES may experience unexpected events (e.g. hardware/link issue in nature disaster) and expected events (e.g. graceful shutdown for maintenance) in service. 
The highly reliable edge computing aims to provide fault tolerance, high availability and service resillence for the application services as well as the application supporting layer.
This KI focuses on how edge computing (EDGEAPP in SA6) can provide high reliability in EES/ECS and to support highly reliable EAS in SA6 application layer.
NOTE:
SA5 is responsible for the management of 3GPP functions including edge entity LCM and the interactions with ETSI NFV MANO. This is, however, not in the scope of this KI.
Editor's note:
Whether the study result can be applied also to other application services (e.g. SEAL services) specified in SA6 is FFS.

Open issues:
-
Whether and What mechanisms the EES/ECS can use for high reliability in EES/ECS services during expected events and unexpected events in the service.
-
Whether and What mechanisms the EES/ECS can provide to support highly reliable EAS during expected events and unexpected events in the service.
NOTE: The reliability mechanism should make the network changes due to events transparent to the UE.
7.x
Solution #XX: Edge server set and edge service set
7.x.1
Architecture enhancements
None.
7.x.2
Solution description

7.x.2.1
General

This solution is related to KI#X on Reliable Edge service. As specified in TS 23.558 [2], one of the reason for service continuity is maintenance aspects such as graceful shutdown of an EAS or EES. 

7.x.2.2
Reliability support with Sets
By adopting the NF set and NF service set approach, as specified in clause 5.21.3 of 3GPP TS 23.501 [5], an edge server set and edge service set can be introduced to enable an EES/ECS to provide reliable services to the edge service consumers (e.g. EAS, EEC).
Equivalent Edge servers may be grouped into Edge server sets, e.g. several EES instances are grouped into an EES set. Edge servers within an Edge server set are interchangeable because they share the same context data, and may be deployed in different locations, e.g. different data centres. An Edge server (e.g. EES) is composed of one or multiple Edge Services. Within an Edge server, an Edge service may have multiple instances. These multiple Edge Service instances can be grouped into Edge Service Set if they are interchangeable with each other because they share the same context data.
UE is not required to host multiple instances of the same EEC but the EEC is able to perform re-selection due to ECS/EES service failure.
Likewise, for service binding, it can be used by edge service producer and consumer to indicate a particular context (e.g. EEC context, EDGE-3 subscription context) that is bound to an edge service instance, edge server instance, edge service set or edge server set. The basic principle for binding is to exchange binding information between consumer and producer so that they know how to select alternative in case of service failure depending on level of binding (e.g. edge server set level, edge service set level).
The procedures for service binding in EDGEAPP are similar to the procedures in clause 4.17.12 of 3GPP TS 23.502 [8] with the following differences:
-
Edge service consumer replaces NF service consumer;
-
Edge service producer replaces NF service producer;
-
Edge service instance replaces NF service instance and Edge service set replaces NF service set;

-
Edge server instance replaces NF instance and Edge server set replaces NF set;
-
SCP and indirect communication via SCP are not applicable in EDGEAPP architecture in the present study; and
-
NRF bootstrapping is not applicable in EDGEAPP.
Editor's note:
More differences are FFS.
For example, in order to handle unexpected events (like EES instance failure), the EES may provide a binding indication (i.e. EES Set identifier) and may include any equivalent EES instances within the EES Set to the ECS in EES registration request. The ECS stores list of EES instances for the registered EES set. For each EES set in the service provisioning response or Service provisioning notification, the ECS may include a binding indication (i.e. EES Set identifier) and may include any equivalent EES instances within the EES Set to the EEC.
7.x.2.3
EES planned removal

In case when ECSP has decided to gracefully shutdown the EES due to maintenance (or any other reason), the EES, as a service producer, may inform its consumers (e.g. EEC, EAS) about the EES instance unavailability via binding update as specified in clause 6.5.3.3 of 3GPP TS 29.500 [2]. 
The consumer (e.g. EEC, EAS), re-selects another EES instance within the same EES set for subsequent communication. 
An EES can be taken graciously out of service as follows:
a)
the EES instance pushes all related context to the selected alternate EES instance as specified in clause 7.x.2.4; and
b)
the EES instance notifies all its consumers like EECs and EASs (which are subscribed for binding update information).

The consumer may also detect the EES unavailability by itself (e.g. request is not responded) that the EES instance is not available anymore, another available EES instance within the same EES set is selected by the consumer.
For EES sent notification, it is assumed that the consumer(s) are subscribed to receive the binding update notification.
Editor’s note:
Whether consumers need to have a dedicated subscription per EES instance level or existing service subscription in EES can be re-used is FFS. Any further consumer action upon receiving the binding update information is FFS.
7.x.2.4

Context Transfer procedure
Network Function/NF Service Context Transfer procedure as specified in clause 5.21.4 of 3GPP TS 23.501 [5], can be adopted for EES. The EEC Context Transfer Procedures allow transfer of EEC and EAS Contexts from a EES instance (as a S-EES) to another EES instance (as a T-EES) within the same EES set, e.g. before the Source EES can gracefully close its service.
a)
The EES instance can push all registered EEC and EAS contexts to another EES instance within the same EES Set. In order to push all registered EEC and EAS contexts to the T-EES, the S-EES sends EEC Context Push request as specified in clause 8.9.2.3 of 3GPP TS 23.558 [2]. The request further includes additional information elements as specified in Table 7.x.2.2-1.

Table 7.x.2.2-1: Additional IEs for EEC Context Push request

	Information element
	Status
	Description

	List  of EEC Contexts 
	O
	List of registered EEC Contexts to sync with target EES from the same EES Set.

	List of EAS Profiles
	O
	List of registered EAS profiles to sync with target EES from the same EES Set.

	List of EDGE-3 subscriptions
	O
	List of subscriptions IDs over EDGE-3.

	Identifier
	M
	Identifies EES Set.


NOTE 1:
If list of EAS profiles information element is present, then the T-EES considers it as an indication for the content synchronization between EESs within same EES Set.
b)
Upon receiving context push request, the T-EES validates and authorizes the S-EES. If the S-EES is authorized and both S-EES and T-EES are part of same EES Set, then the T-EES stores the information for synchronization – e.g. list of EEC contexts and list of EAS profiles.
7.x.3
Solution evaluation
The solution addresses KI#x related to Reliable Edge service. The solution proposes to adopt Network Reliability support with Sets as specified in 3GPP TS 23.501 [5] for EES. The solution also provides EEL procedures to support reliability in EEL – like EES planned removal, context transfer between EES instances of same EES Set.
* * * End of Changes * * * *
�29.500 should be used, 23.501 doesn’t say direct notification but via a 3rd entity NRF.


�This clause is considered based on clause 5.21.4 of TS 23.501 - Network Function/NF Service Context Transfer





