
3GPP TSG-SA WG6 Meeting #49-bis-e
S6-221554
e-meeting, 22nd June – 1st July 2022
(revision of S6-22xxxx)
Source:
NTT DOCOMO
Title:
Abbreviation clarification for CAS
Spec:
3GPP TR 23.700-98 v1.0.1
Agenda item:
9.8
Document for:
Approval
Contact:
Yuji Suzuki (yuuji.suzuki.rm@nttdocomo.com)
1. Introduction
This contribution proposes that CAS stand for "Central Application Server," rather than "Cloud Application Server."
2. Reason for Change
The term "cloud" may be generally used for computing services using remote servers rather than local ones. Some organization (e.g., GSMA OPG) even uses a term "edge cloud" to mention a remote computing environment close to the UE. Therefore, contrasting "edge" with "cloud" is confusing, and thus using "central application server" instead of "cloud application server" would be preferable.
NOTE:
The term "central cloud" can be used to show the comparison with "edge cloud."

In addition, the title of clause 7.24 is changed to clarify the difference between clauses 7.24 and 7.25.
3. Conclusions
4. Proposal

It is proposed to agree the following changes to 3GPP TR 23.700-98 v1.0.1.
* * * First Change * * * *
4.11
Key issue #11: ACR between EAS and Central Application Server

When a UE moves to a new location, different EASs or Central Application Server (CAS) can be more suitable for serving the ACs in the UE. Such transitions can result from a non-mobility event also, requiring support to maintain the continuity of the service.

This key issue is to support service continuity for ACs in the UE to minimize service interruption while switching the application server between Edge and Central cloud. To support service continuity, the application context is transferred between EAS and CAS. 

Rel-17 Edge Computing work is limited to the service continuity between the EAS(s) and identified several scenarios for service continuity. Detailed study is required to enable service continuity between EAS and CAS, covering the following open issues: 

1.
Whether and how to detect that ACR is required between EAS and CAS

2.
Whether and how to decide that ACR is required between EAS and CAS

3.
Whether and how to perform ACR between EAS and CAS

4.
Whether and how to perform post ACR actions

5.
Whether EEL is required on the central cloud deployment and what are the potential impacts to the CAS architecture

6.
Whether and what are the impacts of CAS initiated ACR.

* * * Next Change * * * *

6.5
Option #5: Architecture with Central Application Server (CAS)
This clause describes the architecture for enabling interactions between EAS and Central Application Server (CAS), addressing Key Issue #11.
6.5.1
Architecture enhancements

Figure 6.5.1-1 shows the architecture enabling interactions between EAS and CAS. Compared to the EDGEAPP (Rel-17) architecture, new entity Central Application Server is proposed along with the new reference points EDGE-14 (between EES and CAS), EDGE-15 (between ECS and CAS) and EDGE-16 (between 3GPP Core Network and CAS). 
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Figure 6.5.1-1: Architecture with Central Application Server (CAS)

In this solution, the Central Application Server (CAS) interaction with EES is supported via EDGE-14 reference point and CAS is supported by ECS via EDGE-15 reference point. The CAS and EAS interaction is supported as Application Data Traffic, which is out-of-scope of this specification. The CAS interaction with the 3GPP core network happens over EDGE-16 reference point, which is similar to EDGE-7 reference point.

Editor's note:
What functionalities of EDGE-9 and EDGE-6 are to be reused for EDGE-14 and EDGE-15 respectively is FFS.

Editor's Note:
It is FFS whether new Central Enabler Server (CES) entity is needed for interacting with CAS.

Since the EAS may have service area restriction, once the UE is moving out of the current edge coverage, to keep service continuity, the application client needs to connect to either another EAS in new EDN or the CAS.

The architecture supports ACR between edge and central cloud deployments for the following conditions: 
-
Condition 1: For the locations where EDN is not available, the ACR support is based on the failed Service provisioning response (i.e. the non-availability of the EDN at a particular location) from the ECS.
-
Condition 2: When AC profiles are sent in Service provisioning request and particular EAS is not available then EDN non-availability for that EAS is inferred through Service provisioning response.
-
Condition 3: For the locations where EDN is available but the EAS is not available, the ACR support is based on the indication from the EES (in the EAS discovery response) about the non-availability of the EAS at that particular location.
-
Condition 4: EAS and EDN are available but EAS is overloaded or not in a position to serve the EEC/UE due to any reason.
-
Condition 5: For a UE location, when CAS is serving and a suitable EAS is available at the edge, ACR can be initiated for continuing the service delivery via EAS.
* * * Next Change * * * *

7.24
Solution #24: Architecture to support ACR between CAS and EAS 
7.24.1
Architecture enhancements

7.24.2
Solution description
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Figure 7.24.2-1: Illustration of application architecture with Edge and Central server deployment

In this solution, the Central Application Server (CAS) is supported by Central Enabler Server (CES) via EDGE-3' reference point and CES is supported by ECS via EDGE-6' reference point. The CES communicates with EES or another CES via EDGE-9' reference point. The EEC utilizes EDGE-1' reference point to communicate with the CES. The CES and CAS interact with 3GPP Core Network via EDGE-7' reference point and EDGE-2' reference point, respectively.


Editor's note:
It is FFS whether CES is needed and if it can be co-located with CAS

From concept wise, the CAS and CES are servers deployed in a central cloud and EAS and EES are servers deployed in an edge cloud. If certain EAS and EES in the edge cloud are capable of supporting more UEs than regular edge server and can serve UE from anywhere (N6 routable), their role becomes central server.

The EDGE prime reference points have the similar functions as the existing EDGE reference points. For instance, CASs are registered via EDGE-3' in CES to enable CES to offer suitable CAS via EDGE-1' to EEC; and CESs are registered via EDGE-6' in ECS to enable ECS to offer suitable CES via EDGE-4 to EEC.

The differences in EDGE prime reference points comparing to existing EDGE reference points are:

-
The CAS does not have service area restriction in CAS profile when registered into CES.

-
The CES does not have service area restriction in CES profile when registered into ECS.

Editor's note:
Further analysis is needed to describe the detailed differences for EDGE prime reference points and the cardinality rules.
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Figure 7.24.2-2: UE moves from one EDN to Central DN then to another EDN

As depicted in figure 7.24.2-2, since the EAS may have service area restriction, once the UE is moving out of the current edge coverage, to keep service continuity, the application client needs to connect to either another EAS in new EDN or the CAS. For the latter case, the EES interacts with the CES via EDGE-9' reference point and application context is transferred between the EAS and CAS. Later, if the UE is moving to an area with edge coverage, the CES interacts with the EES via EDGE-9' reference point and application context is transferred between the CAS and EAS.

* * * Next Change * * * *

7.25
Solution #25: ACR between EAS and Central Application Server
7.25.1
Architecture enhancements

Architecture enhancements in clause 6.5 is the basis for this solution.

7.25.2
Solution description

7.25.2.1
General

The following solution addresses open issues of key issue #11, ACR between EAS and Central Application Server.

7.25.2.2
Procedure

The scenarios specified in 3GPP TS 23.558 (Rel-17) clause 8.8 have been updated to consider the ACR between EAS and Central Application Server.
* * * Next Change * * * *

10.2.1
General

All the key issues and solutions specified in this technical report are listed in Table 10.2.1-1. 

The table provides a mapping of the key issues to the related solutions. It also lists the dependencies on other working groups.

Table 10.2.1-1 Key issue and solutions 

	Key issues
(evaluation clause reference)
	Solution
	Solution


(clause reference)
	
	Dependency on other working groups

	
	
	
	
	

	
	
	
	
	

	Key issue #1: Enhanced notification service to the EEC
	Solution #1: Service provisioning via push notification
	7.1
	
	

	
	Solution #3: Service provisioning triggering via SMS over NAS
	7.3
	
	

	
	Solution #20: Propagation of EEL notifications to EEC using Edge Notification Server
	7.20
	
	

	Key issue #2: Enablement of Service APIs exposed by EAS
	Solution #8: EAS Service API enablement using CAPIF
	7.8
	
	

	
	Solution #11: A deployment option for alignment with ETSI MEC using CAPIF
	7.11
	
	

	Key issue #3: Enhancements to service continuity planning
	Solution #6: ACR update in service continuity planning
	7.6
	
	

	
	Solution #7: EES monitors UE mobility for service continuity planning
	7.7
	
	

	
	Solution #12: Service continuity planning allowance
	7.12
	
	

	
	Solution #21: Prediction expiration time for service continuity planning enhancement
	7.21
	
	

	Key issue #4: EDGE-5
	Solution #22: Support simultaneous EAS connectivity in ACR
	7.22
	
	SA3

	Key issue #5: Alignment of EDGEAPP and ETSI MEC
	Solution #11: A deployment option for alignment with ETSI MEC using CAPIF
	7.11
	
	SA5

	Key issue #6: Edge services support across ECSPs
	Solution #4: ECS discovery through serving ECS to support edge services across ECSPs
	7.4
	
	

	
	Solution #5: ECS enhancement to discover EESs via other ECSs to support edge services across ECSPs
	7.5
	
	

	
	Solution #13: Update ECS configuration information
	7.13
	
	SA2

	Key issue #7: Application traffic filter exposure
	Solution #2: Traffic filter support for EDGE-3 API addressing application traffic detection
	7.2
	
	

	Key issue #8: EAS selection synchronization
	Solution #15: Initial EAS selection declaration
	7.15
	
	

	Key issue #9: Enhancement of dynamic EAS instantiation triggering
	
	
	
	SA5

	Key issue #10: Support for roaming UEs
	Solution #4: ECS discovery through serving ECS to support edge services across ECSPs
	7.4
	
	SA2, SA3

	
	Solution #5: ECS enhancement to discover EESs via other ECSs to support edge services across ECSPs
	7.5
	
	

	
	Solution #13: Update ECS configuration information
	7.13
	
	

	
	Solution #14: V-ECS Discovery via the H-ECS
	7.14
	
	

	Key issue #11: ACR between EAS and Central Application Server
	Solution #24: ACR between CAS and EAS
	7.24
	
	

	
	Solution #25: ACR between EAS and Central Application Server
	7.25
	
	

	Key issue #12: EEL service differentiation
	Solution #12: Service continuity planning allowance
	7.12
	
	

	
	Solution #16: EAS discovery for different users
	7.16
	
	

	Key issue #13: Edge enabler layer support for EAS synchronization
	
	
	
	

	Key issue #14: Application traffic influence for initially selected EAS
	Solution #9: Application traffic influence trigger from EAS
	7.9
	
	

	
	Solution #15: Initial EAS selection declaration
	7.15
	
	

	
	Solution #17: Traffic influence for initial EAS discovery
	7.17
	
	

	Key issue #15: Support of constrained devices for Edge
	Solution #10: low power mode support
	7.10
	
	

	
	Solution #18: Constraint device in EDGEAPP
	7.18
	
	

	Key issue #16: support of NAT deployed within the edge data network
	Solution #23: UE identification with NAT
	7.23
	
	SA2

	Key issue #17: Discovery of a common EAS
	Solution #27: Enabling AC Association Aware services by selecting common EASs
	7.27
	
	

	
	Solution #28: Common EAS discovery using EAS selection information
	7.28
	
	

	
	Solution #29: Discovery of a common EAS
	7.29
	
	

	Key issue #18: Linkage between EASs
	Solution #26: Bundled EASs
	7.26
	
	

	Key issue #19: ACR scenario combination
	Solution #19: EES determines the selected ACR scenario
	7.19
	
	

	Key issue #20: Method of supporting federated EAS service
	
	
	
	

	Key issue #21: Simultaneously EAS connectivity in ACR
	Solution #22: Support simultaneous EAS connectivity in ACR
	7.22
	
	

	Key issue #22: EAS discovery in Edge Node sharing scenario
	
	
	
	


* * * Next Change * * * *

11.2.3
Solution conclusions

The study concludes with following solution considerations for the normative work:

1.
Following individual solutions, corresponding to the key issues, will be considered as candidate solutions:

i.
for Key issue #1 (Enhanced notification service to the EEC):

a.
Solution #x (<<title>>)
ii.
for Key issue #2 (Enablement of Service APIs exposed by EAS):

a.
Solution #x (<<title>>)
iii.
for Key issue #3 (Enhancements to service continuity planning):

a.
Solution #x (<<title>>)
iv.
for Key issue #4 (EDGE-5):

a.
Solution #x (<<title>>)
v.
for Key issue #5 (Alignment of EDGEAPP and ETSI MEC):

a.
Solution #x (<<title>>)
vi.
for Key issue #6 (Edge services support across ECSPs):

a.
Solution #x (<<title>>)
vii.
for Key issue #7 (Application traffic filter exposure):

a.
Solution #x (<<title>>)
viii.
for Key issue #8 (EAS selection synchronization):

a.
Solution #x (<<title>>)
ix.
for Key issue #9 (Enhancement of dynamic EAS instantiation triggering):

a.
Solution #x (<<title>>)
x.
for Key issue #10 (Support for roaming UEs):

a.
Solution #x (<<title>>)
xi.
for Key issue #11 (ACR between EAS and Central Application Server):

a.
Solution #x (<<title>>)
xii.
for Key issue #12 (EEL service differentiation):

a.
Solution #x (<<title>>)
xiii.
for Key issue #13 (Edge enabler layer support for EAS synchronization):

a.
Solution #x (<<title>>)
xiv.
for Key issue #14 (Application traffic influence for initially selected EAS):

a.
Solution #x (<<title>>)
xv.
for Key issue #15 (Support of constrained devices for Edge):

a.
Solution #x (<<title>>)
xvi.
for Key issue #16 (Support of NAT deployed within the edge data network):

a.
Solution #x (<<title>>)
xvii.
for Key issue #17 (Discovery of a common EAS):

a.
Solution #x (<<title>>)
xviii.
for Key issue #18 (Linkage between EASs):

a.
Solution #x (<<title>>)
xix.
for Key issue #19 (ACR scenario combination):

a.
Solution #x (<<title>>)
xx.
for Key issue #20 (Method of supporting federated EAS service):

a.
Solution #x (<<title>>)
xxi.
for Key issue #21 (Simultaneously EAS connectivity in ACR):

a.
Solution #x (<<title>>)
xxii.
for Key issue #22 (EAS discovery in Edge Node sharing scenario):

a.
Solution #x (<<title>>)
2.
Individual solutions, not listed under bullet 1 may be adopted in technical specification with appropriate enhancements.
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