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Foreword

This Technical Report has been produced by the 3rd Generation Partnership Project (3GPP).

The contents of the present document are subject to continuing work within the TSG and may change following formal TSG approval. Should the TSG modify the contents of the present document, it will be re-released by the TSG with an identifying change of release date and an increase in version number as follows:

Version x.y.z

where:

x
the first digit:

1
presented to TSG for information;

2
presented to TSG for approval;

3
or greater indicates TSG approved document under change control.

y
the second digit is incremented for all changes of substance, i.e. technical enhancements, corrections, updates, etc.

z
the third digit is incremented when editorial only changes have been incorporated in the document.

Introduction

General

In the release 13, 14 and 15 timeframe a functional architecture, procedures and information flows have been developed to provide MC services over LTE, using E-UTRAN access based on the EPC architecture. The present document is a study into the impacts on and the necessary changes in the Stage 2 Mission Critical specifications to ensure that the set of Mission Critical services is supported over the 5GS.

Method

The Mission Critical specifications TS 23.280, TS 23.379, TS 23.281, TS 23.282 and TS 23.283 were reviewed, looking for terms and reference documents that are E-UTRAN/EPS specific. The following list was identified:

-
UE-R, UE-to-network relay;

-
EPC-level roaming;

-
GCSE_LTE, MBMS, BM-SC, MB2-U, MB2-C, GC1, TMGI, MBSFN, ECGI, SAI, TS 23.246, TS 23.468, TS‑29.468;

-
PC5, ProSe, TS 23.303;

-
APN, PAP, CHAP;

-
QCI, TS 23.203; and

-
LTE, EPS, EPC, E-UTRAN, eNB, TS 23.401, TS 36.300, GSMA PRD IR.88, TS 36.331, HSS
Occurrences of these terms and reference documents are highlighted in copies of the TS documents in the Annexes of the present document. 

It was recognised that TS 23.280 has a lot of areas with E-UTRAN/EPS specific terminology, while TS 23.379, TS 23.281 and TS 23.282 also have considerable amount. TS 23.283 has hardly any E-UTRAN/EPS specific terminology. 
It was also recognised that some clauses could be modified without difficulty to make them also applicable to 5GS while (many) other clauses will require further technical analysis due to differences in architecture and supported functionality between E-UTRAN/EPS and 5GS. 

It was decided to individually document proposals for the easy terminology changes and to condense the clauses affected by differences in architecture and supported functionality into key issues. 

Document structure

The present document is structured as follows:

-
Clause 4 proposes changes to clauses in the Mission Critical Specifications that are identified to be also applicable to 5GS and that only require terminology changes;


-
Clause 5 highlights key issues; 

-
Clause 6 describes the solutions that address the key issues;

-
The evaluation of the solutions is described in clause 7; and

-
Clause 8 contains the conclusions of this report. 
1
Scope

The present document describes the key issues and solutions that has impacts on and the necessary changes in the Stage 2 Mission Critical specifications (existing or new) to ensure that the set of Mission Critical services is supported over the 5GS.
2
References

The following documents contain provisions which, through reference in this text, constitute provisions of the present document.
[1]
3GPP TR 21.905: "Vocabulary for 3GPP Specifications".

[2]
3GPP TS 23.280: " Common functional architecture to support mission critical services ".
[3]
3GPP TR 23.379: " Functional architecture and information flows to support Mission Critical Push To Talk (MCPTT)".
[4]
3GPP TR 23.281: " Functional architecture and information flows to support Mission Critical Video (MCVideo)".

[5]
3GPP TR 23.282: " Functional architecture and information flows to support Mission Critical Data (MCData)".

[6]
3GPP TR 23.283: " Mission Critical Communication Interworking with Land Mobile Radio Systems ".
[7]
3GPP TS 23.003: "Numbering, addressing and identification".

[8]
3GPP TS 23.401: "General Packet Radio Service (GPRS) enhancements for Evolved Universal Terrestrial Radio Access Network (E-UTRAN) access".

[9]
3GPP TS 23.203: "Policy and charging control architecture".

[10]
3GPP TS 23.501: "System architecture for the 5G System (5GS)".

[11]
3GPP TS 23.502: "Procedures for the 5G System (5GS)".

[12]
3GPP TS 23.503: "Policy and charging control framework for the 5G System (5GS); Stage 2".

[13]
3GPP TS 33.501: "Security architecture and procedures for 5G System".

[14]
3GPP TS 23.228: "IP Multimedia Subsystem (IMS); Stage 2".

[15]
3GPP TS 22.289: "Mobile Communication System for Railways;".
[16]
3GPP TS 29.513: "5G System; Policy and Charging Control signalling flows and QoS parameter mapping".

[17]
3GPP TS 38.300: "NR; NR and NG-RAN Overall Description".

[18]
3GPP TR 23.794: "Study on enhanced IP Multimedia Subsystem (IMS) to 5GC integration".

Editor's note: Further numbered references to be inserted here

3
Definitions and abbreviations
3.1
Definitions

For the purposes of the present document, the terms and definitions given in 3GPP TR 21.905 [1] and the following apply. A term defined in the present document takes precedence over the definition of the same term, if any, in 3GPP TR 21.905 [1].

example: text used to clarify abstract rules by applying them literally.

Editor's note:
Example line above to be deleted and replaced by definitions as needed.
3.2
Abbreviations

For the purposes of the present document, the abbreviations given in 3GPP TR 21.905 [1] and the following apply. An abbreviation defined in the present document takes precedence over the definition of the same abbreviation, if any, in 3GPP TR 21.905 [1].

<ACRONYM>
<Explanation>

Editor's note:
Example line above to be deleted and replaced by definitions as needed.
4
Subclauses in Mission Critical Specifications containing E-UTRAN/EPS specific terminology
4.1
Introduction

This clause contains text proposals for clauses in the Mission Critical specifications that currently contain E‑UTRAN/EPS specific terminology, which are identified to be also applicable to 5GS and that will only require terminology changes or minor extensions to make them applicable to 5GS.
4.2
TS 23.280
4.2.1
Proposed change to 1 Scope

This document specifies the common functional architecture, procedures and information flows needed to support mission critical services including the common services core architecture. 

The corresponding service requirements are defined in 3GPP TS 22.179 [2], 3GPP TS 22.280 [3], 3GPP TS 22.281 [4] and 3GPP TS 22.282 [5].

The present document is applicable primarily to mission critical services using E-UTRAN access based on the EPC architecture defined in 3GPP TS 23.401 [17] and using 5GS access based on the 5G System architecture defined in 3GPP TS 23.501 [X]. Certain MC service functions such as dispatch and administrative functions could also be supported via non-3GPP access networks but no additional functionality is specified to support non-3GPP access.
The common functional architecture to support mission critical services can be used for public safety applications and also for general commercial applications e.g. utility companies and railways.
4.2.2
Proposed change to 2
References

Add reference:
[X]
3GPP TS 23.501: "System Architecture for the 5G System".
[Y]
3GPP TS 33.501: "Security architecture and procedures for 5G System ".
4.2.3
Proposed change to 3.2
Abbreviations
Insert abbreviation:
5GC
5G Core Network
4.2.4
Proposed change to 4
Introduction
A common functional architecture to support MC services (i.e., MCPTT defined in 3GPP TS 23.379 [16], MCVideo defined in 3GPP TS 23.281 [12], MCData defined in 3GPP TS 23.282 [13]) including common application plane and signalling plane entities is specified in this document.

Each MC service supports several types of communications amongst the users (e.g. group call, private call). There are several common functions and entities (e.g. group, configuration, identity) which are used by the MC services.

The common functional architecture to support MC services utilises aspects of the IMS architecture defined in 3GPP TS 23.228 [9], the Proximity-based Services (ProSe) architecture defined in 3GPP TS 23.303 [14], the Group Communication System Enablers for LTE (GCSE_LTE) architecture defined in 3GPP TS 23.468 [18] and the PS-PS access transfer procedures defined in 3GPP TS 23.237 [10].
The MC service UE primarily obtains access to a MC service via E-UTRAN, using the EPS architecture defined in 3GPP TS 23.401 [17] and using 5GS access based on the 5G System architecture defined in 3GPP TS 23.501 [X]. Certain MC service functions such as dispatch and administrative functions can be supported using either MC service UEs in E-UTRAN, using MC service UEs in 5GS or using MC service UEs via non-3GPP access networks. External applications usage of MC services can be enabled via E-UTRAN, 5GS or non-3GPP access networks.

NOTE:
Dispatch consoles and devices used by MC service administrators are considered MC service UEs in the common functional architecture to support MC services.
4.2.5
Proposed change to 9.2.1.1 On-network architectural model diagram
Figure 9.2.1.1-1 below is the on-network architectural model for the MC system solution, where the MC system provides one or more MC services via a single PLMN. 
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Figure 9.2.1.1-1: On-network architectural model

4.2.6
Proposed change to 9.2.1.4 EPSE-UTRAN or 5G System
The EPSE-UTRAN or 5G System provides point-to-point and point-to-multipoint bearer services with QoS.

4.2.7
Proposed change to 10.12.1 General

Mission critical priority and QoS management is situational. The MC Services provides a real-time priority and QoS experience for the MC users, who have significant dynamic operational requirements that determine their priority. For example, the type of incident a responder is serving or the responder's overall shift role needs to strongly influence a user's ability to obtain resources from the LTE systemE-UTRAN or 5G System.

Priority treatment applies on both application layer as well as on transport layer. The details on how the priority level is evaluated and used is outside the scope of this specification. What is specified is the necessary mechanisms to apply the priority and QoS and map different priority parameters between different entities, for example to map application layer priority to transport layer priority. 

One of the requirements for MC communication services is to coordinate the use of priority levels between the different MC service servers. This priority coordination is used to mitigate and manage the risk for network congestion situations.
4.2.X
Proposed change to <Y> <Title>
Editor's note: Proposed modification to cover both 4G and 5GS, using highlighting, hard-strikeout of removed text and hard-underlining for new text.
4.3
TS 23.281
4.3.1
Proposed change to 1
Scope

This document specifies the functional model, procedures and information flows needed for the mission critical video (MCVideo) service. Support for both MCVideo group streaming and MCVideo private streaming operating in on-network and off-network modes of operation is specified.

The corresponding service requirements are defined in 3GPP TS 22.280 [2], and 3GPP TS 22.281 [3].
The present document is applicable primarily to mission critical video service using E-UTRAN access based on the common functional architecture for mission critical services defined in 3GPP TS 23.280 [6], and using the EPC architecture defined in 3GPP TS 23.401 [8] and the 5G System architecture defined in 3GPP TS 23.501 [X].

The MCVideo service can be used for public safety applications and also for general commercial applications e.g. utility companies and railways.
4.3.2
Proposed change to 2
References

Add reference:
[X]
3GPP TS 23.501: "System Architecture for the 5G System".
4.3.3
Proposed change to 6.2.2.2 Common services core
The description of the common services core entities are contained in common functional architecture for MC services over LTE in 3GPP TS 23.280 [6].
4.3.X
Proposed change to <Y> <Title>
Editor's note: Proposed modification to cover both 4G and 5GS, using highlighting, hard-strikeout of removed text and hard-underlining for new text.
4.4
TS 23.282
4.4.1
Proposed change to 1
Scope

This document specifies the functional architecture, procedures and information flows needed to support the Mission Critical Data (MCData) services. MCData is a suite of services which utilizes the common functional architecture defined in 3GPP TS 23.280 [5] to support MC services over LTE including the common services core. 
MCData services suite consists of the following sub-services:

-
short data service (SDS);

-
file distribution (FD.
MCData features include:

-
conversation management;

-
transmission and reception control; 
-
communication release; and

-
enhanced status.

The corresponding service requirements are defined in 3GPP TS 22.282 [3] and 3GPP TS 22.280 [2].

The present document is applicable primarily to MCData service using E-UTRAN access based on the EPC architecture defined in 3GPP TS 23.401 [4] and using 5GS access based on the 5G System architecture defined in 3GPP TS 23.501 [X]. Certain application functions of the MCData service could also be supported via non-3GPP access networks but no additional functionality is specified to support non-3GPP access.

The MCData service can be used for public safety applications and also for general commercial applications e.g. utility companies and railways.
4.4.2
Proposed change to 2
References

Add reference:
[X]
3GPP TS 23.501: "System Architecture for the 5G System".
4.4.3
Proposed change to 4
Introduction
The MCData service suite provides a set of generic capabilities and specific services to enable one-to-one and group data communications between MCData users. 

The MCData architecture utilises the common functional architecture to support mission critical services over LTE defined in 3GPP TS 23.280 [5] and aspects of the IMS architecture defined in 3GPP TS 23.228 [6], the Proximity-based Services (ProSe) architecture defined in 3GPP TS 23.303 [7], the Group Communication System Enablers for LTE (GCSE_LTE) architecture defined in 3GPP TS 23.468 [8], the Security of the Mission Critical Service in 3GPP TS 33.180 [13] and the PS-PS access transfer procedures defined in 3GPP TS 23.237 [9] to enable support of the MCData service.

The MCData UE primarily obtains access to the MCData service via E-UTRAN, using the EPS architecture defined in 3GPP TS 23.401 [4] and using 5GS access based on the 5G System architecture defined in 3GPP TS 23.501 [X]. Certain application functions of MCData service can be accessed using MCData UEs via non-3GPP access networks. 
The MCData system provides the function to support interworking with LMR systems defined in 3GPP TS 23.283 [18].
4.4.X
Proposed change to <Y> <Title>
Editor's note: Proposed modification to cover both 4G and 5GS, using highlighting, hard-strikeout of removed text and hard-underlining for new text.
4.5
TS 23.283

4.5.1
Proposed change to 10.6.2.6 Emergency private call
An emergency private call to an LMR user will have emergency priority for the portion of the call transported in the MCPTT system and the LTE EPSE-UTRAN or 5G System but will not receive priority on the LMR system in LMR systems that do not support emergency treatment for private calls.

4.5.X
Proposed change to <Y> <Title>
Editor's note: Proposed modification to cover both 4G and 5GS, using highlighting, hard-strikeout of removed text and hard-underlining for new text.
4.6
TS 23.379

4.6.1
Proposed change to 1
Scope

This document specifies the functional architecture, procedures and information flows needed to support the mission critical push to talk (MCPTT) service. The MCPTT service utilizes the common functional architecture to support MC services over LTE including the common services core defined in 3GPP TS 23.280 [16].Support for both MCPTT group calls and MCPTT private calls operating in on-network and off-network modes of operation is specified.

The corresponding service requirements are defined in 3GPP TS 22.179 [2] and 3GPP TS 22.280 [17].
The present document is applicable primarily to MCPTT voice service using E-UTRAN access based on the EPC architecture defined in 3GPP TS 23.401 [8] and using 5GS access based on the 5G System architecture defined in 3GPP TS 23.501 [X]. Certain application functions of the MCPTT service such as dispatch and administrative functions could also be supported via non-3GPP access networks but no additional functionality is specified to support non-3GPP access.

The MCPTT service requires preferential handling compared to normal telecommunication services e.g. in support of police or fire brigade including the handling of prioritised MCPTT calls for emergency and imminent threats.

The MCPTT service can be used for public safety applications and also for general commercial applications e.g. utility companies and railways.

In the present document, MCPTT calls between MCPTT users on different MCPTT systems are considered.
4.6.2
Proposed change to 2
References

Add reference:
[X]
3GPP TS 23.501: "System Architecture for the 5G System".
4.6.3
Proposed change to 3.1 Definitions
For the purposes of the present document, the terms and definitions given in 3GPP TR 21.905 [1] and the following apply. A term defined in the present document takes precedence over the definition of the same term, if any, in 3GPP TR 21.905 [1].

Automatic commencement mode: A mode in which the initiation of the private call does not require any action on the part of the receiving MCPTT user.
First-to-answer call: A call that is started when the first MCPTT user among multiple potential target recipients' answers. This call requires the answering MCPTT user to answer manually; automatic answer is not allowed
Group call: A mechanism by which an MCPTT user can make a one-to-many MCPTT transmission to other users that are members of MCPTT group(s).

Group home MCPTT system: The MCPTT system where the MCPTT group is defined.
Group host MCPTT server: The MCPTT server within an MCPTT system that provides centralised support for MCPTT services of an MCPTT group defined in a group home MCPTT system.
Manual commencement mode: A mode in which the initiation of the private call requires the receiving MCPTT user to perform some action to accept or reject the call setup.

MCPTT client: An instance of an MC service client that provides the client application function for the MCPTT service.
MCPTT group: An MC service group configured for MCPTT service.
MCPTT group affiliation: An MC service group affiliation for MCPTT.

MCPTT group de-affiliation: An MC service group de-affiliation for MCPTT.
MCPTT ID: An instance of an MC service ID within the MCPTT service.

MCPTT server: An instance of an MC service server that provides the server application function for the MCPTT service.
On-network MCPTT service: The collection of functions and capabilities required to provide MCPTT via EPS bearers using E-UTRAN or using 5GS access based on the 5G System architecture to provide the last hop radio bearers.

Pre-selected MCPTT user profile: An instance of the pre-selected MC service user profile for MCPTT.
UE-to-network relay MCPTT service: The collection of functions and capabilities required to provide MCPTT via a ProSe UE-to-network relay using ProSe direct communication paths to provide the last hop radio bearer(s).

For the purposes of the present document, the following terms and definitions given in 3GPP TS 22.179 [2] apply:

Dispatcher

Floor control

MCPTT administrator

MCPTT service

MCPTT system

MCPTT UE

MCPTT user

MCPTT User Profile

Mission Critical Organization

Mission Critical Push To Talk

Off-network MCPTT service

Partner MCPTT system

Primary MCPTT system

Private call
Multi-talker control
For the purposes of the present document, the following terms and definitions given in IETF RFC 5245 [13] apply:

Candidate

Candidate pair
For the purposes of the present document, the following terms and definitions given in 3GPP TS 23.280 [16] apply:

Active MC service user profile
MC service client

MC service group
MC service group affiliation

MC service group de-affiliation

MC service ID

MC service server

Pre‑selected MC service user profile

For the purposes of the present document, the following terms and definitions given in 3GPP TS 22.280 [17] apply:

Functional alias
4.6.4
Proposed change to 4 Introduction

The MCPTT service supports communication between several users (i.e. group call), where each user has the ability to gain access to the permission to talk in an arbitrated manner. The MCPTT service also supports private calls between two users. 

The MCPTT architecture utilises the common functional architecture to support mission critical services over LTE defined in 3GPP TS 23.280 [16] and aspects of the IMS architecture defined in 3GPP TS 23.228 [5], the Proximity-based Services (ProSe) architecture defined in 3GPP TS 23.303 [7], the Group Communication System Enablers for LTE (GCSE_LTE) architecture defined in 3GPP TS 23.468 [9] and the PS-PS access transfer procedures defined in 3GPP TS 23.237 [6] to enable support of the MCPTT service.

The MCPTT UE primarily obtains access to the MCPTT service via E-UTRAN, using the EPS architecture defined in 3GPP TS 23.401 [8] and using 5GS access based on the 5G System architecture defined in 3GPP TS 23.501 [X]. Certain application functions of MCPTT service such as dispatch and administrative functions can be supported using either MCPTT UEs in E-UTRAN, using MCPTT UEs in 5GS or using MCPTT UEs via non-3GPP access networks.

NOTE:
Dispatch consoles and devices used by MCPTT service administrators are considered MCPTT UEs in the MCPTT architecture.

MCPTT UEs that use non-3GPP access can only support a subset of the functionality specified in this specification that is supported by the non-3GPP access network.
The MCPTT system provides the function to support interworking with LMR systems defined in 3GPP TS 23.283 [20].
4.6.X
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5
Key issues to ensure support of Mission Critical services over 5GS

5.1
Key issue 1: Service continuity between on-network MC services and UE-to-network relay MC service
5.1.1
Description

Service continuity between on-network MC services and UE-to-network relay MC services is currently not supported by 5GS.

This has impact to: 

-
TS 23.280 subclause 5.1.1, 5.2.3, 8.3.1, 9.2.1.5, 9.2.1.6, 10.5.1, 10.5.2, 10.7.3.7.3, Annex B.1

The search terms to create the above list are: UE-R and UE-to-network relay. Occurrences of these terms have been highlighted in a copy of the TS in annex A of this report.

5.1.2
Architectural requirements

Editor's Note: Capture agreements on architectural requirements for solving the key issue. This clause may be omitted if deemed unnecessary.
5.2
Key issue 2: 5GC level roaming
5.2.1
Description

5GC level roaming is FFS. 
This has impact to: 

-
TS 23.280 subclause 5.2.2, 5.2.9.2, 9.4 

Occurrences of the term EPC-level roaming have been highlighted in a copy of the TS in annex A of this report.

5.2.2
Architectural requirements

Editor's Note: Capture agreements on architectural requirements for solving the key issue. This clause may be omitted if deemed unnecessary.
5.3
Key issue 3: Use of multicast
5.3.1
Description

Multicast/broadcast is a very critical feature for public safety related group communication. The mission critical services over LTE benefit from the use of multicast/broadcast. Multicast/Broadcast capabilities are expected to be important in 5GS for mission critical applications.
The support of multicast/broadcast in 5GS is FFS. The lack of multicast/broadcast support in 5GS will almost certainly impact the ability to support mission critical services over 5GS.
This has impact to: 

-
TS 23.280 subclause 5.2.1, 5.2.6, 5.2.7.1, 7.2, 7.3.1, 7.4.2.3.2, 7.5.3.2, 7.5.3.3, all of 10.7, 10.9.3.1, 10.11.4;
-
TS 23.379 subclause 5.7.4, 7.3.1, 7.4.2.3.2, 7.5.2.2, 7.5.2.7, 7.5.2.9, 7.5.2.10, 10.6.2.5.2.4, 10.9.1.6,  all of 10.10;

-
TS 23.281 subclause 5.5.4, 6.1.1, 6.2.2.3.2, 6.3.4B, 6.3.6, 6.3.7, all of 7.10; and
-
TS 23.282 subclause 5.4, 5.8.4, 5.12, 6.4.3.1.2, 6.4.4.1.4, 6.5.4.1.3, 6.6.4.1.3, 6.6.4.1.5, 6.7.4.1.3, all of 7.3, 7.5.2.1.11, 7.5.2.1.21, 7.5.2.7.2, 7.5.2.10.1, 7.5.2.10.2, 7.7.2.2.2.1, 7.7.2.3.2.1
The search terms to create the above list are: GCSE_LTE, MBMS, BM-SC, MB2-U, MB2-C, GC1, TMGI, TMGIs, MBSFN, ECGI, SAI, SAIs, TS 23.246, TS 23.468 and TS 29.468. Occurrences of these terms have been highlighted in copies of the TSs in annex A, annex B, annex C and annex D of this report.

5.3.2
Architectural requirements

Editor's Note: Capture agreements on architectural requirements for solving the key issue. This clause may be omitted if deemed unnecessary.
5.4
Key issue 4: ProSe
5.4.1
Description

A equivalent to ProSe in 5GS is FFS.

This has impact to: 

-
TS 23.280 subclause 5.1.1, 5.2.3, 8.1.3.2, 9.2.1.5, 9.2.1.6, 9.3.2, 10.5.1, 10.5.2, 10.7.2.1, 10.7.2.5, 10.7.3.7.3, 10.10.2.2.1, 10.10.2.2.2, A.4, B.1;

-
TS 23.379 subclause  10.6.3.3, 10.6.3.9.1, 10.7.3.2, A.2, A.3, A.4, A.5;

-
TS 23.281 subclause 7.1.3.3.2, 7.1.3.4.2, 7.1.3.5.2, 7.1.3.8.1, 7.1.3.8.2, 7.2.3.3, 7.2.3.4.2, 7.2.3.5.2, 7.2.3.5.3, 7.3.3.3.2, 7.4.3.3.2, 7.4.3.4.2, 7.5.3.3.2, 7.5.3.4.2, 7.5.3.4.3, 7.5.3.5.2, 7.5.3.5.3, 7.7.2.1, A.2, A.3, A.4, A.5; and
-
TS 23.282 subclause 7.4.3.3.2, 7.4.3.4.2, 7.4.3.6.2, 7.5.3.3.2, 7.5.3.4.2, 7.8.3.1.1, 7.8.3.2.1, 7.9.4.1.1, A.2, A.3, A.4, A.5; 

The search terms to create the above list are: PC5, ProSe, TS 23.303. Occurrences of these terms have been highlighted in copies of the TSs in annex A, annex B, annex C and annex D of this report.

NOTE:
Impacts of ProSe in 5GS can only be studied based on specifications subsequent to Rel-16.
5.4.2
Architectural requirements

Editor's Note: Capture agreements on architectural requirements for solving the key issue. This clause may be omitted if deemed unnecessary.
5.5
Key issue 5: APN
5.5.1
Description

The impact of the APN alternative in 5GS is FFS.

This has impact to: 

-
TS 23.280 subclause 5.2.7.0, 5.2.7.2, 5.2.9.2, A.6;

-
TS 23.379 subclause 5.7.1;

-
TS 23.281 subclause 5.5.1; and
-
TS 23.282 subclause 5.8.1, 7.13.6.2; 

The search terms to create the above list are: APN, APNs, PAP, CHAP. Occurrences of these terms have been highlighted in copies of the TSs in annex A, annex B, annex C and annex D of this report.

5.5.2
Architectural requirements

Editor's Note: Capture agreements on architectural requirements for solving the key issue. This clause may be omitted if deemed unnecessary.
5.6
Key issue 6: resource control
5.6.1
Description

The impact of different resource control (including 5QI) in 5GS is to be studied.

The following aspects need to be addressed for MC service over 5GS QoS and priority model.

-
Resource management:

-
Evaluate existing resource management mechanisms for MC services when using the 5GS architecture;

-
Study the potential requirement and influence from the MC service level on flexible QoS characteristics and 5QI assignment ( e.g. where non-standardized mapping of 5QI to QoS characteristics is used, where the UE is roaming, etc.).
-
Evaluate the requirement and study the potential enhancement (if needed) of the MC service level influence on the QoS control in roaming scenario (5GC local breakout and IMS local breakout). 

-
Pre-emption handling:

-
Study the potential enhancement of MC service pre-emption handling (on a communication session basis, a group basis and a service basis) with the use of pre-emption capability of QoS Flows in 5GS.

This has impact to: 

-
TS 23.280 subclause 5.2.7.2, 5.2.9.2, 7.2, 10.1.1.1, 10.7.2.1, 10.7.2.4, 10.7.2.5, 10.7.2.6, 10.7.2.7, 10.11.2, 10.11.3, 10.11.5.1, 10.11.5.2;

-
TS 23.379 subclause 5.7.2, 5.7.3, 7.5.2.6;

-
TS 23.281 subclause 5.5.2, 5.5.3, 6.3.4A; and
-
TS 23.282 subclause 5.8.2, 5.8.3, 6.4.4.1.3A; 

The search term to create the above list is: QCI, QCIs, TS 23.203, EPS bearer. Occurrences of these terms have been highlighted in copies of the TSs in annex A, annex B, annex C and annex D of this report.

5.6.2
Architectural requirements

Editor's Note: Capture agreements on architectural requirements for solving the key issue. This clause may be omitted if deemed unnecessary.
5.7
Key issue 7: Deployment scenarios
5.7.1
Description

The deployment scenarios in clause 9.2.2 of 3GPP TS 23.280 [2] should be re-assessed after the 5GS impacts on the functional model for the MC services architecture have been analysed and addressed.
5.7.2
Architectural requirements

Editor's Note: Capture agreements on architectural requirements for solving the key issue. This clause may be omitted if deemed unnecessary.

5.8
Key issue 8: Determine impacts of 5GS network slicing to MC services
5.8.1
Description

Network slicing will allow tailored networks for each individual usage/organisation/service. Mission critical organizations with a high diversity among the required services for daily operations would require adapted performance provided by 5GS network slices. 

The future mission critical communication will be based on adaptations to reflect the individual needs. The current discussed and defined functionalities have to be reflected on the given possibilities with 5GS network slices. The following operative-tactical considerations have to be taken into account by analysing and evaluating mission critical functionalities and their usage within 5GS network slices. These aspects can be either used separately or even in combination, which can multiple the degrees of freedom on which mission critical functionalities have to perform.

A
Service (MCPTT, MCData, MCVideo, MCIoT, etc.)
Figure 5.8.1-1 shows a service based approach to utilize mission critical services. While these mission critical services are maybe isolated operated within separated 5GS network slices including different RAN access, the synchronisation between the media of each mission critical service still has to be achieved. The synchronisation of separated 5GS network slices is therefore a new technical design aspect of mission critical functionalities. 
The following aspect is identified:

-
How a mission critical service based approach can be realized by utilizing mission critical functionalities designed for a non 5GS network slice environment.
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Figure 5.8.1-1: Example of a service based approach
B
Situation (every day, ad-hoc, major crisis, etc.)
5GS network slices can also be used in different situation, where mission critical functionalities have to be extended or additional mission critical services have to be provided. The mission critical architecture has to support such utilization, while the dynamic and scopes are highly flexible. 
The following aspect is identified:

-
How mission critical services can be utilized in a very territorial flexible and dynamic manner.
C
Location (nationwide average, city, industrial sides, rural areas, etc.)
Overlapping mission critical services based on the location and how these functionalities will interact with each other is another degree of freedom, by using 5GS network slices in combination with mission critical functionalities. 
The following aspect is identified:

-
How mission critical services can be utilized in deployments with separated, overlapping, different scope of functions, etc. areas.
D
Duration (permanent, temporary)
Recovering data from a temporary utilization of a 5GS network slice for mission critical purposes is a new aspect to be reflected by the mission critical architecture. Each part of information shared, created, collected, etc. during operation has to be made available for future use, mission evaluation, other organizations, etc.. 
The following aspect is identified:

-
How mission critical services can be utilized in a very temporal flexible manner, compared to a permanent use.
Gaps:

-
How mission critical identities can be utilized across different mission critical 5GS network slices, e.g. MC IDs, MC service IDs, MC service group IDs, etc.

-
How mission critical entities can be utilized across different mission critical 5GS network slices, e.g. group management, identity management, location management, etc.

-
How the addressing of MC service client information can be realized across different mission critical 5GS network slices, e.g. location information reports, etc.

-
How synchronisation of mission critical signalling and media across different mission critical 5GS network slices can be realized, e.g. MCPTT to MCVideo, MCVideo to MCData, MCPTT to MCData, etc.

-
How security mechanisms across different mission critical 5GS network slices either with slice isolation or without can be realized, e.g. end-to-end encryption, etc.

-
How scalability adaptions of the mission critical services provided over 5GS network slices can be realized, e.g. adding other mission critical services to the already used one, increasing or reducing performance of mission critical services, etc.

-
How the utilization of mission critical identities and information can be realized, e.g. location information, created during a temporal utilization of 5GS network slices.

5.8.2
Architectural requirements

Editor's Note: Capture agreements on architectural requirements for solving the key issue. This clause may be omitted if deemed unnecessary.
5.9
Key issue 9: IP-based wireline access to MC System located on 5GS  
5.9.1
Description
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Figure 5.9.1-1: One possible example of IP-based wireline access - Control room architecture with connection to an MC System located on 5GS

Control rooms facilitate the infrastructure and working equipment for numerous dispatchers to solve the daily operation and special missions. It must be ensured that Mission Critical organisation´s control rooms have access to the MC System when the 5GS technology is applied. Mission critical networks and the control room (as the steering and managing part of it) have to be failsafe and always be accessible. To reach these goals the most preferred interfacing method for control rooms to mobile networks is based on a wired connection beside wireless access which is mainly used in special scenarios or in absence of fixed line infrastructure. A standardised interface is required between the MC systems running on 5GS and the control room´s access networks.    

Besides access via air interface, the IP-based wireline access protects not only the dispatchers in case of an air interface failure, but also the users under the supervision of a dispatcher or multiple dispatchers behind a concentration point.
Editor's Note:
The exact gaps need to be further analysed.

5.9.2
Architectural requirements

Editor's Note: Capture agreements on architectural requirements for solving the key issue. This clause may be omitted if deemed unnecessary

5.10
Key issue 10: Low latency and user/media plane capabilities
5.10.1
General
Various applications have different requirements regarding the latency of the user data information, e.g. 3GPP TS 22.289 [15]. Specifically, in the data area these vary in the range between ≤10ms up to a few hundred milliseconds. In order to meet these extremely low latency requirements, Following the current approach, bundled management of control plane and user plane may require a large number of MC service servers in order to cater for a large number of low latency transitions.
5.10.2
Potential gaps

The following aspects and potential gaps are identified :
· Missing low latency user/media plane support 
· Necessary architectural adjustments that allows the unbundling of control plane and media plane;

· Necessary reference points that enables unbundled management between user/media plane and control plane;

· Necessary procedures and flows for unbundling control and media plane;
· Necessary mechanisms for media plane relocation (PDU session relocation);
5.10.3
Architectural requirements

Editor's Note: Capture agreements on architectural requirements for solving the key issue. This clause may be omitted if deemed unnecessary.

5.11
Key issue 11: MC system supporting MC service UEs accessing through both 5GC and EPC 
5.11.1
General

Deployment of 5G network may last a long time, and in the initial deployment stage 5G network is not providing good coverage. There is scenario that some MC service UEs accessing MC system through EPC while other MC service UEs accessing MC system through 5GC (some dual mode UEs may accessing MC system through EPC and 5G core simultaneously) and thus it leads to the requirement on MC system to support MC service UEs accessing through both 5GC and EPC concurrently.
5.11.2
Potential gaps

The following aspects and potential gaps are identified :

-
Necessary architectural requirements and functional enhancements to allow one MC system to support MC service UEs accessing MC services through both 5GC and EPC concurrently;
5.12
Key issue 12: Service continuity of MC UE mobility between MC system over 5GS and EPC

5.12.1
General
Deployment of 5G network may last a long time, at least in the initial deployment stage 5G network is not providing good coverage. There is scenario that MC service UE in process of MC services (e.g. group call) moves across boundary between 4G network service area and 5G network service area (It is assumed that MC service UEs should support both EPC and 5GC network accessing capability). The MC service UE mobility between EPC and 5GC may lead to IP packets transmission interruption of signaling plane and media plane, which at last affects service continuity perceived by application layer.
5.12.2
Potential gaps

The following aspects and potential gaps are identified :

- 
Necessary architectural requirements and functional enhancements that improves MC service continuity during MC service UE mobility between EPC and 5GC;
6.x
Key issue x: <Key issue title>
6.x.1
Description

Editor's Note: Describe the key issue (i.e. problem statement), including technical constraints and interpretations.

6.x.2
Architectural requirements

Editor's Note: Capture agreements on architectural requirements for solving the key issue. This clause may be omitted if deemed unnecessary.
6
Solutions to ensure support of Mission Critical services over 5GS
6.1
Solution 1: APN - Access to the Data Network
6.1.1
Description

6.1.1.1
General

This solution addresses key issue 5 on APN. For an adequate solution of key issue 5, investigations and relevant adjustments for the area of QoS model are also considered. 

Hence, the present document describes the difference is required by 3GPP TR 23.793 between 4G EPS and 5GS in the context of:

· EPS bearers versus 5G PDU sesssion ;

· Comparing the resouce control models and related QoS treatment;

-
APN allocation

-
Secondary authentication by DN-AAA server.

With 5GS, the perspective changes to the service-based architecture approach. The resulting functions are addressed using reference points and support the control and monitoring of the user transport services. With this realignment in mind, adjustments are also required in the interaction between the MCX service system and the 3GPP system in the 5GS context.

Hence, the following discource evaluates the differences between the EPS and 5GS and resulting adjustments in the 3GPP MC service system specifications. The following 3GPP Technical Specifications are included in the analysis:

· 3GPP TS 23.003 [7];

· 3GPP TS 23.401 [8];

· 3GPP TS 23.203 [9];

· 3GPP TS 23.501 [10];

· 3GPP TS 23.502 [11];

· 3GPP TS 23.503 [12]; and
· 3GPP TS 33.501 [13].
6.1.1.2
5GS Data Network (DN) access

A Data Network Name (DNN) is equivalent to an APN as defined in 3GPP TS 23.003 clause 9A and have an equivalent meaning and contains the same information.

In the 5GS context, a DNN can be used e.g. to:

-
Select the Session Management and User Plane for a PDU Session and its corresponding N6 interface;

-
Determine policies that applies to the corresponding PDU Session.

6.1.1.3
EPS versus 5GS QoS model

There are differnces in the QoS model between 4G EPS and 5GS. While the EPS followed a rather rigid approach, 5GS uses a more flexible approach of multiple different QoS flows within a PDU session as outlined in the figure 6.1.1.3‑1.
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Figure 6.1.1.3-1 Differences between EPS and 5GS QoS model

An EPS bearer (3GPP TS 23.401) is the level of granularity for bearer level QoS control in the EPC/E-UTRAN. That is, all traffic is mapped to the same EPS bearer that receive the same bearer level packet forwarding treatment (e.g. scheduling policy, queue management policy, rate shaping policy, RLC configuration, etc.). Hence different bearer level packet forwarding treatments require separate EPS bearers linked to the corresponding APNs associated with a certain QoS profiles.

While an EPS Bearer with the priority, latency as well as packet error ratio is firmly linked to the bearer, the QoS parameters migrate in the 5G QoS model into individual flows which are detached from a bearer QoS. The 5G QoS model (3GPP TS 23.501) is based on QoS flows that require guaranteed flow rate (GBR QoS Flows) and QoS flows that do not require guaranteed flow rate (Non-GBR QoS Flows). The QoS Flow is the finest granularity of QoS differentiation and uses the QoS Flow ID (QFI) to identify a QoS flow in the 5G System. User Plane traffic with the same QFI within a PDU Session receives the same traffic forwarding treatment (e.g. scheduling, admission threshold). An QFI is used for all PDU Session types and is unique within a PDU Session. The QFI may be dynamically assigned or may be equal to a 5G QoS identifier (5QI). Within the 5GS, a QoS flow associated with the default QoS rule is required to be established for a PDU Session and remains established throughout the lifetime of the PDU Session. It can be concluded that each individual data packet within the QoS flow can be provided with the QoS attributes. Hence, a QoS flow is associated with QoS requirements (QoS Profile) as defined by QoS parameters and QoS characteristics.
The parameter Allocation Retention Priority (ARP) contains information about the priority level, the pre-emption capability and the pre-emption vulnerability. The ARP priority level defines the relative importance of a resource request and is independent to the priorities associated with the QCIs/QIs. This allows deciding whether a bearer/flow establishment or modification request can be accepted or needs to be rejected in case of resource limitations (typically used for admission control of GBR traffic). It can also be used to decide which existing bearers/flows are pre-empted during transport resource limitations. The main difference between the use of ARP in the EPS and 5GS case is that in EPS the ARP is available for the bearer and thus applies to all users of the same bearer at the same time. In the case of the 5GS, ARP can be used differently for each QFI and is therefore user-specific and no longer bearer-specific.

Table 6.1.1.3-1 below compares the standardised QCI characteristics (3GPP TS 23.203 [9]) applicable within the EPS and the standardised QI characteristics (3GPP TS 23.501 [10]) applicable for the 5GS. This consideration is limited to the common signaling referenced by 3GPP TS 23.280 [2] and QCIs/QIs explicitely used for MC services.

Table 6.1.1.3-1 Comparison EPS QCI values versus 5GS 5QI values

	EPS QCI value
	EPS Resource Type
	EPS

Priority Level
	EPS Packet Delay Budget
	EPS Packet Error Loss Rate
	5GS 5QI value
	5GS Resource Type
	5GS Default Priority Level
	5GS Packet Delay Budget
	5GS Packet Error Rate 

	65
	GBR
	0.7
	75 ms
	10-2
	65
	GBR
	7
	75 ms
	10-2

	66
	GBR
	2
	100 ms
	10-2
	66
	GBR
	20
	100 ms
	10-2

	67
	GBR
	1.5
	100 ms
	10-3
	67
	GBR
	15
	100 ms
	10-3

	5
	Non-GBR
	1
	100 ms
	10-6
	5
	Non-GBR
	10
	100 ms
	10-6

	8
	Non-GBR
	8
	300 ms
	10-6
	8
	Non-GBR
	80
	300 ms
	10-6

	69
	Non-GBR
	0.5
	60 ms
	10-6
	69
	Non-GBR
	5
	60 ms
	10-6

	70
	Non-GBR
	5.5
	200 ms
	10-6
	70
	Non-GBR
	55
	200 ms
	10-6


From table 6.1.1.3-1 it can be seen that the QCI and its characteristics were transferred one to one according to 5GS 5QI, with the exception that only integer values were used for the priority level. Not shown in table 6.1.1.3-1, the values for maximum data burst volume and averaging window were still defined in the 5GS context, which are initially neglected in the rather APN/architecture-driven consideration.
6.1.1.4
Changes to the functional architecture

The Application Functions in the context with the MC service system issues specific requests that impact traffic steering e.g. QI handling for communication. The 5GS, in contrast to the EPC, uses the approaches based on service based architecture. Accordingly, the interaction between AF and PCF is being processed via the reference point N5.

6.1.1.5
Data Network (DN) AAA Server authentication/authorization

An PDU Session establishment in the 5GS context to a DN may require authentication/authorization the PDU Session establishment by an DN-AAA Server. For this purpose, the user respectively the UE provides information required to support user authentication by the DN over NAS session management. After the successful DN authentication/authorization, a session is kept between the 5GC and the DN-AAA. 3GPP TS 33.501 defines the use of EAP that is controlled by the 5GC Session Management Function.

6.1.1.6
Observation and conclusions

6.1.1.6.1
Observation
An EPS bearer is limited in the flexibility of QoS handling in contrast to the 5GS model. The main distinguishing feature is the flexible use of the priority, latency and reliability parameters in 5GS, which are not tied to a bearer.

6.1.1.6.2
Conclusion(s)

· DNN(APN)

In the 5G QoS model, the flexibility within a PDU session is increased using different applications and the associated different characteristics, i.e. reliability and latency. The associated elimination of the rather strict bearer to QoS profile approach would allow the use of a single DNN in the MC service context.

For the backward compatibility from 5GS to EPS, the present APN approach according to 3GPP TS 23.280 need to be maintained. For an 5GS only environment, without considering the EPS backward compatibility, the number of DNNs could be reduced. In addition, 3GPP TS 23.401 and also 3GPP TS 23.501 pursue the same approaches related to the PDU session type, e.g. IPv4 or IPv6.

· Functional Model 

Due to the adapted 5GS interaction between AF and PCF via the reference point N5, an adjustment is proposed in the functional model for application plane and signalling plane in 3GPP TS 23.280.
· QCI/QI values

The individual values for latency, packet reliability etc. of the 5G QI definitions for MC services correspond to those of the EPS QCI definitions, with the exception that the priorities are only noted as integer values. To avoid possible overlaps between the application of QCI and 5G QI, dedicated chapters for the EPS and 5GS in 3GPP TS 23.280 are assumed.

· Secondary authentication

Secondary authentication may be required using DN-AAA server (3GPP TS 23.501) using EAP according to 3GPP TS 33.501.

6.1.1.7
Proposed changes to TS 23.280

6.1.1.7.1
Proposed changes to 5.2.7 EPS Bearerresource management
6.1.1.7.2
Proposed new 5.2.7a
 5GS resource management
6.1.1.7.3
Proposed new 5.2.7a.0 General
The MC service system reference points SIP-1, http-1 and CSC-1 can be combined in 5GS using a single DNN as long it will not cause routing issues.
The MC service UE may use the following DNNs:

-
an MC services DNN for the SIP-1 reference point;

-
an MC common core services DNN for the HTTP-1 reference point; and 

-
an MC identity management service DNN for the CSC-1 reference point.

The value of each of these DNNs:

-
may differ or be the same;

-
may be the same as other non-MC services; and 
-
shall be made available to the UE either via UE (pre)configuration or via initial UE configuration (see subclause 10.1.1) on a per HPLMN and optionally also a per VPLMN basis.
The MC service UE may utilise DN access credentials as specified in 3GPP TS 23.501 [X] and 3GPP TS 33.501[Y] to access the external DNs identified by the applicable MC service DNN, the MC common core services DNN and the MC identity management service DNN.
If external DN access credentials are required, then they shall be made available to the MC service UE via initial MC service UE configuration (see subclause 10.1.1) on a per DN basis.

The DNNs defined within the present subclause can be of PDU session type "IPv4", "IPv6" or "IPv4v6" (see 3GPP TS 23.501 [X]). If a PDU session to a DNN defined within the present subclause is of type "IPv4v6" then the MC service client shall use configuration data to determine whether to use IPv4 or IPv6.
6.1.1.7.4
Proposed new 5.2.7a.1
 MBMS bearer management

Editor’s note: It’s FFS the 5MBS bearer management.
6.1.1.7.5
Proposed changes to 5.2.7.2 Transport resource  considerations

6.1.1.7.6
Proposed new 5.2.7.2.3
Considerations for the 5GS PDU session to the MC services DN

If the DN connection established during the initial registration by the MC service UE to an DNN other than the MC services DNN, then prior to user authentication, the MC service UE shall establish another DN connection to the MC services DNN. DN PDU session establishment can also be caused by a SIP registration request for one or more MC services.

The 5QI value of 69 (as specified in 3GPP TS 23.501 [X]) shall be used for the QoS flow of the corresponding PDU session that transports SIP-1 reference point messaging.
6.1.1.7.7
Proposed new 5.2.7.2.4
Considerations for the 5GS PDU session to the MC common core services DN and MC identity management service DN

The 5QI value 8 (as specified in 3GPP TS 23.501 [X]) or better shall be used for the QoS flow of the corresponding PDU session that transports HTTP-1 reference point messaging.
6.1.1.7.8
Proposed changes to 7.3.1 On-network functional model 
Each MC service can be represented by an application plane functional model. The functional model across MC services may be similar but is described by the individual functional entities and reference points that belong to that MC service. Within the application plane for an MC service there is a common set of functions and reference points. The common set is shared across services. This common set of functions and reference points is known as the common services core.

Figure 7.3.1-1 shows the functional model for the application plane for an MC system.
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Figure 7.3.1-1: Functional model for application plane for an MC system using EPS

The common services core functions and reference points shown in figure 7.3.1-1 are shared across each MC service. The description of the functions and reference points specific to an MC service is contained in the corresponding MC service TS.
In the model shown in figure 7.3.1-1, the following apply:

-
A specific MC service server is an instantiation of a GCS AS in accordance with 3GPP TS 23.468 [18]. 

-
The functional alias management client is an integrated functional entity of the configuration management client. The functional alias management client is described in subclause 7.4.2.2.12.

-
The functional alias management server is an integrated functional entity of the configuration management server. The functional alias management server is described in subclause 7.4.2.2.13.
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Figure 7.3.1-1a: Functional model for application plane for an MC system using 5GS
The common services core functions and reference points shown in figure 7.3.1-1a are shared across each MC service. The description of the functions and reference points specific to an MC service is contained in the corresponding MC service TS.
In the model shown in figure 7.3.1-1a, the following apply:

-
The functional alias management client is an integrated functional entity of the configuration management client. The functional alias management client is described in subclause 7.4.2.2.12.

-
The functional alias management server is an integrated functional entity of the configuration management server. The functional alias management server is described in subclause 7.4.2.2.13.

Editor’s note: The instantiation for GCS AS in the context with 5GS is FFS.
Figure 7.3.1-2 shows the functional model for the signalling control plane.
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Figure 7.3.1-2: Functional model for signalling control plane using EPS
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Figure 7.3.1-2a: Functional model for signalling control plane using 5GS
Figure 7.3.1-3 shows the relationships between the reference points of the application plane of an MC service server and the signalling plane.
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Figure 7.3.1-3: Relationships between reference points of MC service application plane and signalling control planes

NOTE 1:
Application plane reference point CSC-7 makes use of SIP-2 reference point when the group management servers are connected by a single SIP core. Where they are joined by more than one SIP core, CSC-7 also makes use of the SIP-3 reference point.

NOTE 2:
For simplicity, the HTTP proxy, which provides the interconnection between HTTP-1, HTTP-2 and HTTP-3 reference points, is not shown in figure 7.3.1-3. 

NOTE 3:
CSC-5, CSC-9, and CSC-15 make use of SIP-1 and SIP-2 reference points. For simplicity, this mapping relationship is not shown in figure 7.3.1-3.

6.1.1.7.9
Proposed changes to 10.1.1.1
MC service configuration on primary MC system
Depicted in figure 10.1.1.1-1 is a MC service configuration time sequence of the data related to specific MC service, representing the general lifecycle of MC service UE using an MC service.
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Figure 10.1.1.1-1 MC service UE configuration time sequence and associated configuration data 

The MC service UE is provided with initial UE configuration via a bootstrap procedure that provides the MC service UE's clients (e.g. MC service client, group management client, configuration management client, identity management client, key management client, functional alias management client) with critical information needed to connect to the MC system. This includes PDN/DN connection information corresponding to the configured MC services on the MC service UE (e.g. see "EPS bearer considerations" in the 3GPP TS 23.379 [16]) and on-network server identity information for all application plane servers with which the MC service UE needs to interact. See annex A.6 for more information.

The MC service UE is provided with UE configuration, MC service user profile configuration and group configuration via online configuration. While the MC service UE is using the MC service it may receive online configuration updates. If the MC service user profile configuration contains multiple MC service user profiles for an authenticated MC service user, then the MC service client and MC service server set the active MC service user profile to the configured pre-selected MC service user profile after MC service authorization (which can be updated by the MC service user using the procedure specified in subclause 10.1.4.6). The active MC service user profile can be changed by the MC service user to a different MC service user profile during MC service service (see MC service TSs).
The MC service is configured with the service configuration (not shown in the figure 10.1.1.1-1) which the MC service enforces during the entire phase of MC service UE using the MC service.

Editor's note:
The extent of MC services available to an MC service UE with an unauthenticated MC user or unauthorized MC service user is described as 'limited services' in 3GPP TS 33.180 and is FFS. 

Editor's note:
The decision by the MC service UE to continue use of initial configuration data after MC service authorisation or discontinue its use in favour of configuration data obtained after MC service authorisation is FFS.

6.1.1.7.10
Proposed changes to A.6
Initial MC service UE configuration data 

The initial MC service UE configuration data is essential to the MC service UE to successfully connect to the MC system. The initial MC service UE configuration data can be the same or different across MC service UEs.

Data in table A.6-1 is provided to the MC service UE's clients (e.g. MC service client, group management client, configuration management client, identity management client, key management client) during the bootstrap process (see subclause 10.1.1), and can be configured on the MC service UE offline using the CSC-11 reference point or via other means e.g. as part of the MCPTT client's provisioning on the UE, using a device management procedure. 

Table A.6-1: Initial MC service UE configuration data (on-network) using EPS
	Reference
	Parameter description

	Subclause 10.1.1
	PDN connectivity information

	
	> HPLMN ID and optionally VPLMN ID to which the data pertains

	
	> MC services PDN

	
	>> APN

	
	>> PDN access credentials

	
	> MC common core services PDN

	
	>> APN

	
	>> PDN access credentials

	
	> MC identity management service PDN

	
	>> APN

	
	>> PDN access credentials

	Subclause 10.1.1
	Application plane server identity information

	
	> Identity management server

	
	>> Server URI

	
	> Configuration management server

	
	>> Server URI

	
	> Key management server

	
	>> Server URI (also known as KMSUri for security domain managed by KMS)

	
	> Indication of whether the UE shall use IPv4 or IPv6 for on-network MCPTT

	
	> MCPTT Server

	
	>> Server URI

	
	> Indication of whether the UE shall use IPv4 or IPv6 for on-network MCData

	
	> MCData Server

	
	>> Server URI

	
	> Indication of whether the UE shall use IPv4 or IPv6 for on-network MCVideo

	
	> MCVideo Server

	
	>> Server URI

	
	> Location management server

	
	>> Server URI


Table A.6-2: Initial MC service UE configuration data (on-network) using 5GS

	Reference
	Parameter description

	Subclause 10.1.1
	DN connectivity information

	
	> HPLMN ID and optionally VPLMN ID to which the data pertains

	
	> MC services DN

	
	>> DNN

	
	>> DN access credentials

	
	> MC common core services DN

	
	>> DNN

	
	>> DN access credentials

	
	> MC identity management service DN

	
	>> DNN

	
	>> DN access credentials

	Subclause 10.1.1
	Application plane server identity information

	
	> Identity management server

	
	>> Server URI

	
	> Configuration management server

	
	>> Server URI

	
	> Key management server

	
	>> Server URI (also known as KMSUri for security domain managed by KMS)

	
	> Indication of whether the UE shall use IPv4 or IPv6 for on-network MCPTT

	
	> MCPTT Server

	
	>> Server URI

	
	> Indication of whether the UE shall use IPv4 or IPv6 for on-network MCData

	
	> MCData Server

	
	>> Server URI

	
	> Indication of whether the UE shall use IPv4 or IPv6 for on-network MCVideo

	
	> MCVideo Server

	
	>> Server URI

	
	> Location management server

	
	>> Server URI


6.1.1.8
Proposed changes to TS 23.281 5.5.1 General
The MCVideo UE shall use the APNs or DNNs as defined in subclause 5.2.7.0 of 3GPP TS 23.280 [6]. The MCVideo UE shall use the MC services APN or DNN as defined in subclause 5.2.7.0 of 3GPP TS 23.280 [6] for the SIP-1 reference point.
6.1.1.9
Proposed changes to TS 23.282 5.8.1 General

The MCData UE shall use the APNs or DNNs as defined in subclause 5.2.7.0 and table A.6-1 of 3GPP TS 23.280 [5]. The MCData UE shall use the MC services APN or DNN as defined in subclause 5.2.7.0 and table A.6-1 of 3GPP TS 23.280 [5] for the SIP-1 reference point.
6.1.1.9a
Proposed change to TS 23.282 7.13.6.2

Migration

A migrated MCData user may be provided with access to a local message store by the partner MCData system of the migrated MCData user. The MCData user is identified by the MCData ID used in the partner MCData system by that migrated MCData user in order to access the message store. There is no connection between this message store in the partner MCData system of the migrated MCData user and any message store that the MCData user has access to in the primary MCData system of that MCData user, and therefore access to a message store in the partner MCData system does not provide a means of accessing stored content in the primary MCData system of the migrated MCData user.

A migrated MCData user may be provided with a means of access to the message store in the primary MCData system of that MCData user, e.g. by providing the MCData user with a suitable APN/DNN and appropriate IP routing, or by use of the MCData IP connectivity service. Such access is outside the scope of the present document.

6.1.1.10
Proposed changes to TS 23.379 5.7.1 General

The MCPTT UE shall use the APNs or DNNs as defined in subclause 5.2.7.0 of 3GPP TS 23.280 [16].
6.1.2
Solution evaluation

The proposed changes for the clauses 5.2.2, 5.2.7, 5.2.9, 7.3.1, and A.6 address the necessary adjustments for the area connectivity (DNN) and QoS in order to operate the MC service system using the 5GS. Hence, it is proposed to agree the following changes to 3GPP TR 23.783 version 0.8.0.

6.2
Solution 2: Roaming aspects over 5GS
6.2.1
Description

6.2.1.1
General

This solution addresses key issue 2 on 5GC level roaming.

The TS 23.501 [10] subclause 4.2.4 covers 5G System roaming models of:

-
5G System Roaming architecture – Local Breakout (LBO), including reference point representation and service based interface representation.

-
5G System Roaming architecture – Home Routed (HR), including reference point representation and service based interface representation.

The TS 23.228 [14] subclause Y.9.3 and M.3 specifies the architecture with IMS-level roaming interfaces over 5GS, which includes voice over IMS with local breakout.

In the above 5G roaming models the architectural requirements remain the same with 4G roaming. 
6.2.1.2
Proposed changes to TS 23.280 5.2.2 Roaming requirements
The MC applications can provide MC services to users in various PLMNs. For MC services over EPS, Rroaming is supported using EPC-level roaming or IMS-level roaming. For MC services over 5GS, roaming is supported using 5G System roaming or IMS-level roaming.
For EPC-level roaming and 5G System roaming, in order to prioritise for network selection PLMNs that allow migration to partner MC systems, the MC service UE's User Preferred PLMN Selector list (see 3GPP TS 22.011 [28]) may be configured with a list of PLMNs that can be used to migrate to one or more partner MC systems (see subclause 5.2.9.2).
6.2.1.3
Proposed changes to TS 23.280 5.2.9 Migration
6.2.1.3.1
Proposed changes to TS 23.280 5.2.9.2 PLMN utilisation
Migrated MC service users should utilise the HPLMN of the partner MC system to access MC services in the partner MC system, however, utilising the HPLMN of the primary MC system is not precluded.

NOTE 1:
The above recommendation ensures the security policy of the partner MC system is not compromised, the expected QCIs or 5QIs are used on the RAN, and ensures service‑level delay requirements are consistently met (which are especially at risk when the HPLMN of the primary MC system and HPLMN of the partner MC system are far apart from a geographical point of view).

NOTE 2:
Whether the HPLMN of partner MC systems or the HPLMN of the primary MC system is used to access MC services in partner MC systems is left to business agreements between MC service providers, and is outside the scope of the present document.

MC service users enabled for migration shall be provisioned with configuration that specifies which PLMNs may be used to migrate to different MC systems.

If the HPLMN of a partner MC system is different from the HPLMN of the primary MC system (i.e. migrating MC service users roam onto the HPLMN of the partner MC system), then:

-
EPC‑level roaming or 5G System roaming (see subclause 5.2.2) is needed between the HPLMN of the primary MC system and HPLMN of the partner MC system;

-
the HPLMN of the partner MC system needs to enable local break-out for the APNs or DNNs specified in subclause 5.2.7 that identify the PDNs or DNs of the partner MC system; and

-
the EPS or 5GS subscriptions of the HPLMN of the primary MC system utilised by the MC service users who are allowed to migrate to the partner MC system need to be provisioned with, and local break-out enabled for, the APNs or DNNs specified in subclause 5.2.7 that identify the PDNs or DNs of the partner MC system.

If the HPLMN of the partner MC system and the HPLMN of the primary MC system are the same (i.e. migrating MC service users continue to use the HPLMN of their primary MC system), then:

-
the EPS or 5GS subscriptions of the HPLMN of the primary MC system utilised by the MC service users who are allowed to migrate to the partner MC system need to be provisioned with the APNs or DNNs specified in subclause 5.2.7 that identify the PDNs or DNs of the partner MC system.

NOTE 3:
Provisioning of APNs in all of the above includes provisioning of any needed access credentials e.g. PAP, CHAP.

6.2.1.4
Proposed changes to TS 23.280 9.4 Architecture model for roaming

Roaming is achieved using either:

-
EPC-level roaming as defined in 3GPP TS 23.401 [17]; or

-
IMS-level roaming as defined in 3GPP TS 23.228 [9].;
-
5G System roaming as defined in 3GPP TS 23.501 [X].
6.2.2
Impacts on existing nodes and functionality

There are no new architectural requirements of 5G System roaming or IMS-level roaming for the MC service application layer introduced.
6.2.3
Solution evaluation

This solution resolves the key issue #2 on 5GC level roaming and fully addresses in the architectural requirements and architectural model for roaming in TS 23.280.
6.3
Solution 3: 5GS resource control aspects
6.3.1
Description

6.3.1.1
General

This solution addresses key issue 6 on resource control in the 5GS context. At this point, reference is also made to the passages of clause 6.1.1.3, which clarify the different approaches of the 5GS QoS model and the EPS. 

Resources in the 5GS context has a broader meaning, since in addition to the usual 3GPP access also the non-3GPP access which encompasses wireless terrestrial access, i.e. WiFi, as well as wireless non terrestrial access, i.e. Satellite, and the wireline broadband access. Latter one alsoe addresses the convergence between wireless and wireline. Accordingly, the new possibilities are dealt first andcontinues with generally applicable resource control aspects.

The following 3GPP Technical Specifications are included in the analysis:

3GPP TS 23.501 [10];

3GPP TS 23.503 [12];

6.3.1.2
Proposed changes to 3GPP TS 23.280

6.3.1.2.1
Proposed new subclause 5.2.7.2.3
Considerations for the 5GS PDU session to the MC services DN 5.2.7.2.3.1 General 

5GS predefined 5QI sets shall be used, which are structured strictly according to Guaranteed Bit Rate (GBR) and non-Guaranteed Bit Rate (Non-GBR) and are identified with the QoS Identifier 5QI. Within the two categories GBR and Non-GBR, these differ according to latency, packet error rate, its scheduling priority and averaging window. The 5QI range between 128 and 254 may be used for operator-specific 5QI values (see list below).

· [1 – 4]



value range for guaranteed bit rate QoS flows;

· 65, 66, 67


values for guaranteed bit rate QoS flows (assigned for MC services);

· [71 – 76]


value range for guaranteed bit rate QoS flows;

· [5 – 9]



value range for non-guaranteed bit rate QoS flows;

· 69, 70, 79, 80

values for non-guaranteed bit rate QoS flows (69 and 70 assigned for MC services);

· [82 – 85]


value range for delay critical guaranteed bit rate QoS flows;

· [128 – 254]

value range for Operator-specific 5QIs;

If available, a PDU session may simultaneously use 3GPP access and wireless non-3GPP access which is asscociated with a Multi-Access PDU. The correspoonding rules for the use of MA-PDUs in the MC service system context shall be defined within the 5GC.

The 5GS PDU session model is also applicable for wireline access starting at the wireline access function according to 3GPP TS 23.501 [X].

The 5GS use of Allocation Retention Priority (ARP) is associated with an individual QoS flow as part of a PDU session and can be adjusted at any time.
6.3.1.2.2
Proposed changes to clause 7.2
Description of the planes

The following planes are identified:

a)
application plane: The application plane provides all of the services (e.g. call control, floor control, video control, data control) required by the user together with the necessary functions to support MC service. It uses the services of the signalling control plane to support those requirements. For example, within the MCPTT service, the application plane also provides for the conferencing of media, and provision of tones and announcements; and

b)
signalling control plane: The signalling control plane provides the necessary signalling support to establish the association of users involved in an MC service, such as an MCPTT call or other type of MC services. The signalling control plane also offers access to and control of services across MC services. The signalling control plane uses the services of the bearer plane.

For EPS Bbearers supporting these planes are defined for LTE within 3GPP TS 23.401 [17]. The resource control that is needed to support these planes is defined within 3GPP TS 23.203 [8]. The application plane also relies on the use of multicast bearers established via procedures defined in 3GPP TS 23. 468 [18] and 3GPP TS 23.246 [11].

For 5GS PDU sessions and it corresponding QoS flow settings are defined within 3GPP TS 23.501 [X]. The corresponding resource control to support these planes is defined within 3GPP TS 23.503 [Z].
Editor´s note: The impact on 3GPP TS 23.468 and 3GPP TS 23.246 using 5GS is FFS.
6.3.1.2.3
Proposed change to 10.11.2
Request for unicast resources at session establishment using EPS
The procedure defined in this subclause specifies how network resources are requested at session establishment. If concurrent sessions are used the MC service server may utilize the capability of resource sharing specified in 3GPP TS 23.203 [8]. The request for resources is sent to the PCRF on the Rx reference point and includes media type, bandwidth, priority, application identifier and resource sharing information.

The procedure is generic to any type of session establishment that requires requests for network resources.

Procedures in figure 10.11.2-1 are the signalling procedures for the requesting resource at session establishment. 
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Figure 10.11.2-1: Resource request at session establishment

1.
MC service client sends a call/session establishment request.

2.
MC service server receives evaluates the need network resources and use of media resource sharing.

3.
MC service server send a session progress request containing request for resources.

4.
PCC procedures (as defined in 3GPP TS 23.203 [8]) initiated from SIP core local inbound/outbound proxy over Rx.

5.
The SIP core local inbound / outbound proxy forwards the call control protocol request to the MC service client.

6.
The MC service client acknowledges the session progress request with an OK message.

7.
The SIP core local inbound / outbound proxy forwards the OK message to the MC service server.

8.
The MC service call/session is established, and resources have been allocated.

6.3.1.2.4
Proposed new subclause 10.11.2a
Request for unicast resources at session establishment using 5GS
The procedure defined in this subclause specifies how network resources are requested at session establishment. If concurrent sessions are used the MC service server may utilize the capability of resource sharing specified in 3GPP TS 23.503 [Z]. The request for resources is sent to the PCF on the N5 reference point and includes media type, bandwidth, priority, application identifier and resource sharing information.

The procedure is generic to any type of session establishment that requires requests for network resources.

Procedures in figure 10.11.2a-1 are the signalling procedures for the requesting resource at session establishment.
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Figure 10.11.2a-1: Resource request at session establishment using 5GS

1.
MC service client sends a call/session establishment request.

2.
MC service server receives evaluates the need network resources and use of media resource sharing.

3.
MC service server send a session progress request containing request for resources.

4.
PCC procedures (as defined in 3GPP TS 23.503 [Z]) initiated from SIP core local inbound/outbound proxy over N5.

5.
The SIP core local inbound / outbound proxy forwards the call control protocol request to the MC service client.

6.
The MC service client acknowledges the session progress request with an OK message.

7.
The SIP core local inbound / outbound proxy forwards the OK message to the MC service server.

8.
The MC service call/session is established, and resources have been allocated.
6.3.1.2.5
Proposed new subclause 10.11.3a
Request for modification of unicast resources using 5GS
To modify unicast media bearers, the MC service server shall send a resource modification request containing the parameters to be modified, using the call control protocol via the SIP core to the UE.

Possible scenarios when this procedure may be used are:

-
Modify the allocation and retention priority for unicast resources;

-
Release and resume resources in-between MC service calls when using the chat model; or

-
Release and resume resources when a UE is able to receive the MC service call over multicast transmission

Releasing resources for the media plane should give the option to allow the SIP session to either be torn down or continue.

Procedures in figure 10.11.3a-1 are the signalling procedures for the modification of a unicast:

Pre-conditions:

-
An MC service call or session is already in progress;
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Figure 10.11.3a-1: Bearer modification request using 5GS

1.
MC service server decides to modify the parameters of a unicast bearer (e.g. a request to upgrade the existing MC service call to an MC service emergency or imminent threat call).

2.
MC service server sends a session update which includes a resource modification request containing the modified parameters of the unicast bearer.

3.
PCC procedures (as defined in 3GPP TS 23.503 [Z]) initiated from SIP core local inbound/outbound proxy over N5. 

4.
The SIP core local inbound / outbound proxy forwards the session update request to the MC service client.

5.
The MC service client acknowledges the call control protocol request with an OK message.

6.
The SIP core local inbound / outbound proxy forwards the OK message to the MC service server.

7.
The MC service call continues with the modified unicast resources.

NOTE 1:
If the MC service call is transferred to multicast transmission, the unicast resources could be temporarily be released.

NOTE 2:
If multiple audio streams are sent to the UE, additional media plane resources could be required during an established session. Pre-allocation of additional resources already at session establishment could be useful.
6.3.1.2.7
Proposed change to 10.11.5.1
General

An MC service server that supports simultaneous sessions may need to share.

Aa common priority on the EPS bearer for several MC service group calls that may use different priorities on the application level. This is achieved by including information for priority sharing on the request of resources over Rx reference point to PCRF. All sessions associated with the same priority sharing information will be handled by one EPS bearer, which will have a priority based on the highest requested priority among the sessions.

The use of the procedure defined in subclause 10.11.5.2 is dependent on operator policy.

5GS provides flexibility in the assignment of priorities within a PDU session and the corresponding QoS flow. This is achieved by including information for priority sharing on the request of resources over N5 reference point to the PCF. A priority sharing indicator provided by the corresponding application function indicates what media flows are allowed to share a priority. Together with the supplied application identifier, the ARP priority is calculated.The ARP pre-emption capability and the ARP pre-emption vulnerability are set according to operator policies and/or regulatory requirements. Identical indication(s) for resource sharing for multiple application function sessions, the PCF may request to realize resource sharing for the corresponding set of rules otherwise PCF makes policy decisions for the affected session individually and generates rules for every media flow. 
6.3.1.2.8
Proposed new subclause 10.11.5.3
5GS related procedure
Pre-conditions:

-
All previous resource requests from the MC service have included a priority sharing information.
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Figure 10.11.5.3-1: Resource request including priority sharing information using 5GS
1.
The MC service server decides based on a request from the MC service client that the priority of an ongoing call must be adjusted.

2.
The MC service server requests a session update to the SIP core. This request will contain information of priority sharing.

3.
The proxy function in the SIP core sends a request to the PCF over N5 to request for modified priority. The request will include the priority sharing information over N5.

4.
The PCRF acknowledges the request.

5.
PCC updates the priority for the media flow c that contains the SDFs associated with the same priority sharing information. The priority is set to highest priority of the original priority among all the PCC rules among those SDFs that include the priority sharing indicator. No additional media flow is created. The corresponding default QoS flow priority is updated accordingly.

6.
The session update is forwarded to the MC service client.

NOTE 1:
The procedure defined above requires a PCC enhancement and is subject to implementation in 5GS and IMS and can therefore only be used if supported by 5GS and IMS.

NOTE 2:
If the 5GS and IMS does not support the priority sharing from MC service system, no shared priority treatment applies, and a new media flow will be setup based on 5QI/ARP combination.
6.3.1.2.9
Proposed change to 10.11.6.1
General

The procedure in this sub clause specify how request for resource for floor control (or transmission control in MCVideo and MCData) and for the media plane can be handled independently.

For the EPS, theThis procedure utilizes the Rx reference point both between from the MC service server to the PCRF and from the SIP core to the PCRF.

For the 5GS, the procedure utilizes the N5 reference point both between from the MC service server to the PCF and from SIP core to the PCF.
Resource for the transmission control are requested at session establishment, in this case the IMS standard procedures as specified in 3GPP TS 23.228 [9] are used. The session description shall in this procedure include bandwidth information applicable for the transmission control traffic requirement. At group call setup the request for resources for the media plane is triggered. This request is sent directly from the MC service server to the PCRF (EPS) or to the PCF (5GS).

The procedure is optional and is suitable when the procedures for pre-established sessions are used, it may also be used to setup and tear down the media plane used by between consecutive group calls in one communication session using the chat call model.

6.3.1.2.10
Proposed changes to 10.11.6.2
EPS related Pprocedure

The figure below illustrates the procedure for resource reservation in the EPS context.
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Figure 10.11.6.2-1: Request for resources for transmission control and media plane (EPS)
1.
The MC service client sends a request for group affiliation.

2.
The MC service client sends a request to the MC service server for establishment of a communication session.

3.
The MC service server answer the session establishment request and adjust the bandwidth information in the session description. The requested bandwidth shall be minimized to cover the bandwidth requirements for floor control signaling (or transmission control for MCVideo or MCData). 

4.
The SIP core request resources towards the PCRF according to the session establishment request.

5.
The session establishment request is completed, and a response is sent towards the MC service client.

6.
The MC service client sends a cell setup message according to existing procedures.

7.
The MC service server sends a request for resources for the media plane to PCRF, and the media plane is by that established. This request includes media description relevant for the media plane. 

8.
Group call is ongoing on the group communication session.

9.
The MC service serve sends a release of media resources to PCRF, and the media plane is by that terminated.

NOTE 1:
The resources for transmission control are retained.
NOTE 2:
Step 6-9 can be repeated several times within the life cycle of one communication session.

6.3.1.2.11
Proposed new subclause 10.11.6.3
5GS related procedure
The figure below illustrates the procedure for resource reservation in the 5GS context. 
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Figure 10.11.6.3-1: Request for resources for transmission control and media plane (5GS)

1.
The MC service client sends a request for group affiliation.

2.
The MC service client sends a request to the MC service server for establishment of a communication session.

3.
The MC service server answer the session establishment request and adjust the bandwidth information in the session description. The requested bandwidth shall be minimized to cover the bandwidth requirements for floor control signaling (or transmission control for MCVideo or MCData). 

4.
The SIP core request resources towards the PCF according to the session establishment request.

5.
The session establishment request is completed, and a response is sent towards the MC service client.

6.
The MC service client sends a cell setup message according to existing procedures.

7.
The MC service server sends a request for resources for the media plane to the PCF, and the media plane is by that established. This request includes media description relevant for the media plane. 

8.
Group call is ongoing on the group communication session.

9.
The MC service serve sends a release of media resources to the PCF, and the media plane is by that terminated.

NOTE 1:
The resources for transmission control are retained.
NOTE 2:
Step 6-9 can be repeated several times within the life cycle of one communication session.
6.3.1.3
Proposed changes to 3GPP TS 23.281

6.3.1.3.1
Proposed change to 5.5
ESP resourceBearer management

6.3.1.3.2
Proposed new subclause 5.6

5GS resource management
6.3.1.3.3
Proposed new subclause 5.6.1
General
The MCVideo UE shall use the DNNs as defined in subclause 5.2.7a.0 of 3GPP TS 23.280 [6]. The MCVideo UE may use the MC services DNN as defined in subclause 5.2.7a.0 of 3GPP TS 23.280 [6] for the SIP-1 reference point.

The utilisation of EPS and 5GS requires the use of multiple DNNs and for 5GS only the number concurrent QoS flows determines the number of DNNs.
6.3.1.3.4
Proposed new subclause 5.6.2
5GS considerations
The 5GS PDU session considerations specified in subclause 5.2.7.2.3 of 3GPP TS 23.280 [6] shall apply.
6.3.1.3.5
Proposed new subclause 5.6.3
5GS unicast considerations for MCVideo
For an MCVideo call session request, resources shall be requested utilising interaction with dynamic PCC. The MCVideo system shall request resources over N5 to a PCF. It is recommended that the dedicated QoS flow(s) for video media and control of the video media (i.e. MCVideo‑4 and MCVideo‑7) utilise the 5QI values depending on the MCVideo mode of the MCVideo call/session, as per table 5.6.3-1. For transmission and reception control signalling, the 5QI value of 69 is recommended as specified in 3GPP TS 23.501 [XX]. The request of resources over N5 shall include an application identifier for MCVideo in order for the PCF to evaluate the proper 5QI.

Table 5.6.3-1: 5QI values to use for 5GS QoS flows for each MCVideo mode

	MCVideo mode
	QCI value utilised
(as specified in 3GPP TS 23.501 [13])

	Urgent real-time mode
	67

	Non-urgent real-time mode
	67

	Non real-time mode
	4


Note: Based on the operator policy non-predefined 5QI values can be assigned resulting from the value range of operator specific 5QI (128-254).

The MCVideo audio media and video media may transmit over separate QoS flows, in which case the priority for each QoS flow is determined by the operator policy. Depending on operator policy, the MCVideo system may be able to request modification of the priority (ARP) of an existing QoS flow.

NOTE:
Operator policy takes into account regional/national requirements.
6.3.1.3.6
Proposed changes to 6.1.1
On-network functional model using EPS
Figure 6.1.1-1 shows the functional model for the application plane of MCVideo service for on-network operations.
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Figure 6.1.1-1: Functional model for application plane of MCVideo service using EPS
In the model shown in figure 6.1.1-1, the following apply:

-
The MCVideo server is an instantiation of a MC service server in accordance with 3GPP TS 23.280 [6].
-
The MCVideo server is an instantiation of a GCS AS in accordance with 3GPP TS 23.468 [9].

-
MCVideo-9 carries signalling over multicast bearer between the transmission control server of the MCVideo server and the transmission control participant of the MCVideo UE.

-
MCVideo-4 carries signalling over unicast bearer between the transmission control server of the MCVideo server and the transmission control participant of the MCVideo UE.
6.3.1.3.7
Proposed new subclause 6.1a.1
On-network functional model using 5GS
Figure 6.1a.1-1 shows the functional model for the application plane of MCVideo service for on-network operations.
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Figure 6.1a.1-1: Functional model for application plane of MCVideo service using 5GS

In the model shown in figure 6.1.1-1, the following apply:

-
The MCVideo server is an instantiation of a MC service server in accordance with 3GPP TS 23.280 [6].
-
MCVideo-4 carries signalling over unicast bearer between the transmission control server of the MCVideo server and the transmission control participant of the MCVideo UE.
6.3.1.3.8
Proposed change to 6.2.2

MCVideo service application plane using EPS
6.3.1.3.9
Proposed changes to 6.2.2.2

Common services core

The description of the common services core entities isare contained in common functional architecture for MC services over LTEin 3GPP TS 23.280 [6].

6.3.1.3.10
Proposed new subclause 6.2.3
MCVideo service application plane using 5GS
6.3.1.3.11
Proposed new subclause 6.2.3.1
General
Entities within the application plane of MCVideo service provide application control, media transmission control and distribution functions.
6.3.1.3.12
Proposed new subclause 6.2.3.2
Common services core
The description of the common services core entities is contained in common functional architecture in 3GPP TS 23.280 [6].
6.3.1.3.13
Proposed new subclause 6.2.3.3
MCVideo application service
6.3.1.3.14
Proposed new subclause 6.2.3.3.1
MCVideo client
The MCVideo client functional entity acts as the user agent for all MCVideo application transactions. 
The MCVideo client is responsible for remote device control. This functional entity is located in the UE for on-network operations.
6.3.1.3.15
Proposed new subclause 6.2.3.3.2
MCVideo server
The MCVideo server functional entity provides centralised support for MCVideo services.

All the MCVideo clients supporting users belonging to a single group are required to use the same MCVideo server for that group. An MCVideo client supporting a user involved in multiple groups can have relationships with multiple MCVideo servers.
The MCVideo server is an instantiation of a MC service server in accordance with 3GPP TS 23.280 [6].
The MCVideo server functional entity is supported by the SIP AS, HTTP client and HTTP server functional entities of the signalling control plane.
This MCVideo server provides support for centralised media transmission control for on-network operation.

The MCVideo server is responsible for managing and providing the device information that can participate in MCVideo communications. The device information is further associated to MCVideo users to manage remote device control authorization. The device information is provisioned to the MCVideo server by the MCVideo service provider, mission critical organization and the MCVideo user.
6.3.1.3.16
Proposed new subclause 6.2.3.3.3
Media distribution function 

The media distribution function is responsible for the distribution of media to MCVideo clients. By means of information provided by the MCVideo server (e.g. IP addresses, transport layer ports), it will provide the following functionality:

-
provide for the reception of uplink MCVideo UE media transmission by means of the MCVideo-7 reference point;

-
storing the received media stream as MCVideo content files;

-
replicate the media as needed for distribution to those participants using unicast transport;

-
distribute downlink media to MCVideo UEs by IP unicast transmission to those participants utilizing unicast transport by means of the MCVideo-7 reference point;

-
provide a media mixing function where multiple media streams are combined into a single media stream for transmission to the MCVideo UE.

NOTE 1:
If media mixing function occurs within the media distribution function, it operates independently of the media mixer in the UE.

NOTE 2:
A media mixing function within the media distribution function is not possible where the media is end to end encrypted.
6.3.1.3.17
Proposed new subclause 6.2.3.3.4
Media mixer
This functional entity exists on the UE and provides support for sending and receiving one or multiple media streams. It also provides support for combining multiple media streams into one media stream through the enforcement of media policy information. It supports the storing of a media stream as MCVideo content files.
6.3.1.3.18
Proposed new subclause 6.2.3.3.5
MCVideo user database
This functional entity contains information of the MCVideo user profile associated with an MCVideo ID that is held by the MCVideo service provider at the application plane. The MCVideo user profile is determined by the mission critical organization, the MCVideo service provider, and potentially the MCVideo user.

The MCVideo ID is a MC service ID as described in clause 8 of 3GPP TS 23.280 [6]. The MCVideo user profile is a MC service user profile as described in clause 10.1.4 of 3GPP TS 23.280 [6].

The MCVideo user profile can be co-located with other MC service user profiles and stored in a common MC service user database.
6.3.1.3.19
Proposed new subclause 6.2.3.3.6
Transmission control server
This functional entity provides support for centralised transmission control for on-network and distributed transmission control for off-network operation. It may schedule transmission requests according to uplink criteria from different transmission control participants, send a notification to all transmission control participants to allow them to receive the video according to downlink criteria if the transmission request is granted, and provide queuing in cases of contention. Transmission control applies to all MCVideo communications including group call and private call. For on-network operation, this functional entity is located with the MCVideo server.
6.3.1.3.20
Proposed new subclause 6.2.3.3.7
Transmission control participant
The transmission control participant functional entity is responsible for handling outgoing transmission requests and the incoming video stream invitations and notifications. This functional entity is located in the UE for on-network operations.
6.3.1.3.21
Proposed new subclause 6.2.3.3.8
MC gateway server
The MC gateway server provides support for MCVideo interconnection services with a partner MCVideo system in a different trust domain whilst providing topology hiding. It acts as a proxy for one or more MCVideo servers in the partner MCVideo system without needing to expose the MCVideo servers in the primary MCVideo system outside the trusted domain of the primary MCVideo system. It may be a role of the MCVideo server described in subclause 6.2.2.3.2 of the present document.

The MC gateway server is responsible for relaying call control and floor control signalling messages, and media between MCVideo servers within the MCVideo system and the interconnected MCVideo system.

Editor's note:
It is FFS whether the gateway MC server can act as a signalling proxy as defined in 3GPP TS 33.180 [14]
6.3.1.3.22
Proposed change to 6.3
Reference points using EPS
6.3.1.3.23
Proposed new subclause 6.4
Reference points using 5GS
6.3.1.3.24
Proposed new subclause 6.4.1
Reference point MCVideo-1 (between the MCVideo client and the MCVideo server)
The MCVideo-1 reference point, which exists between the MCVideo client and the MCVideo server, is used for MCVideo application signalling for establishing a session in support of MCVideo service.
6.3.1.3.25
Proposed new subclause 6.4.2
Reference point MCVideo-2 (between the MCVideo server and the MCVideo user database)
The MCVideo-2 reference point, which exists between the MCVideo server and the MCVideo user database, is used by the MCVideo server to obtain information about a specific user.
6.3.1.3.26
Proposed new subclause 6.4.3
Reference point MCVideo-3 (between the MCVideo server and the MCVideo server and between the MCVideo server and the MC gateway server)
The MCVideo-3 reference point exists between the MCVideo server and another MCVideo server and between the MCVideo server and the MC gateway server and is used for MCVideo application signalling.
6.3.1.3.27
Proposed new subclause 6.4.4
Reference point MCVideo-4 (between the transmission control participant and the transmission control server)
The MCVideo-4 reference point, which exists between the transmission control participant and the transmission control server, is used for MCVideo transmission control signalling over unicast. The MCVideo-4 reference point uses the N6 reference point defined in 3GPP TS 23.501 [XX].
6.3.1.3.28
Proposed new subclause 6.4.4A
Reference point MCVideo-5 (unicast between the media distribution function and 5GS)
The MCVideo-5 reference point, which exists between the media distribution function and the 5GS, is used, subject to the conditions below, by the media distribution function of the MCVideo server to obtain unicast QoS flows with appropriate QoS from the 5GS. It utilises the N5 interface of the 5GS according to 3GPP TS 23.501 [XX].

MCVideo-5 is not used when the MCVideo service provider and the PLMN operator do not have an operational agreement for QoS control to be provided directly from the MCVideo service provider domain.

MCVideo-5 may be used when the MCVideo service provider and the PLMN operator have an operational agreement where QoS control is provided directly from the MCVideo service provider domain. 

NOTE:
Potential coordination between the P-CSCF use of N5 and the MCVideo server use of N5 (via MCVideo-5) from the MCVideo service provider domain is not specified in this release of this specification.
6.3.1.3.29
Proposed new subclause 6.4.5
Reference point MCVideo-7 (between the media distribution function and the media mixer)
The MCVideo-7 reference point, which exists between the media distribution function and the media mixer, is used to exchange unicast media between the media distribution function of the MCVideo server and the media mixer of the MCVideo client. The MCVideo-7 reference point uses the N6 reference point defined in 3GPP TS 23.501 [xx].
6.3.1.3.30
Proposed new subclause 6.4.8
Reference point MCVideo-10 (between the MC gateway server and the MC gateway server in a different MCVideo system)
The MCVideo-10 reference point, which exists between the MC gateway server and the MC gateway server in an interconnected MCVideo system for MCVideo application signalling for establishing MCVideo sessions, shall use the SIP-3 reference point for transport and routing of signalling. Floor control signalling and media are also transferred using the MCVideo‑10 reference point between interconnected MCVideo systems.
6.3.1.3.31
Proposed change to 7.10
Use of MBMS transmission (on-network) using EPS 

6.3.1.4
Proposed changes to 3GPP TS 23.282
6.3.1.4.1
Proposed changes to 4

Introduction

The MCData service suite provides a set of generic capabilities and specific services to enable one-to-one and group data communications between MCData users. 

The MCData architecture utilises the common functional architecture to support mission critical services over LTE defined in 3GPP TS 23.280 [5] and aspects of the IMS architecture defined in 3GPP TS 23.228 [6], the Proximity-based Services (ProSe) architecture defined in 3GPP TS 23.303 [7] applicable for EPS, the Group Communication System Enablers for LTE (GCSE_LTE) architecture defined in 3GPP TS 23.468 [8], the MBMS User Service architecture defined in 3GPP TS 26.348 [19] for the use by the EPS, the Security of the Mission Critical Service in 3GPP TS 33.180 [13] and the PS-PS access transfer procedures defined in 3GPP TS 23.237 [9] to enable support of the MCData service.

The MCData UE primarily obtains access to the MCData service via E-UTRAN,using the EPS architecture defined in 3GPP TS 23.401 [4] or 5GS architecture defined in 3GPP TS 23.501 [xx]. Certain application functions of MCData service can be accessed using MCData UEs via non-3GPP access networks. 
The MCData system provides the function to support interworking with LMR systems defined in 3GPP TS 23.283 [18].
6.3.1.4.2
Proposed change for 5.4
File distribution capability
The MCData service shall support distribution of files for one-to-one and group communications. 

The MCData service shall allow the MCData user to send a file or a URL of a file to another MCData user. The source of the file can originate either from an MCData client or from a network functional entity. The generated URL shall be a reference to a stored file to allow for subsequent retrieval. The file storage policy may determine the availability of the file to be retrieved, and is subject to expiry time and size limitations.
When the file delivery request is set by the sending user to mandatory download, the MCData service shall proceed to deliver the file to the recipient when possible. The file distribution mechanisms shall support both unicast and broadcast delivery methods considering EPS as shown in figure 5.4-1 or shall support unicast delivery method considering 5GS as shown in figure 5.4-2.
Editor's note: Requirements for automatic re-try mechanisms and maximum retry count is FFS.
The MCData service shall support aggregation of download completion and disposition notification reports when files are distributed to multiple recipients.

The MCData service shall support mechanisms for detection and recovery of lost data. A receiving MCData client should be able to:

-
detect and report when a transfer did not complete properly and request retransmission;
-
identify and re-request the missing parts of an incompletely received file; and

-
accept partial retransmissions and use them to reconstitute the original file.
Editor's note: File repair when end-to-end encryption is used is FFS.
When employing EPS based MBMS delivery:

-
MCData may use the MB2 interface specified in 3GPP TS 23.468 [8]. See also Group Communication Delivery Method in 3GPP TS 26.346 [21]; or

-
if MBMS user services and Download Delivery Method (see 3GPP TS 26.346 [21]) are utilized, MCData shall use the xMB interface specified in 3GPP TS 26.348 [19].

For the EPS MBMS path, figure 5.4-1 shows both the MB2 and the xMB interfaces.
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Figure 5.4-1 MCData on-network architecture showing the EPS unicast and EPS based MBMS delivery paths
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Figure 5.4-2 MCData on-network architecture showing the 5GS unicast delivery path
6.3.1.4.3
Proposed change to 5.8.4
EPS MBMS bearer management

The EPS MBMS bearer management for MC services is specified in subclause 5.2.7.1 of 3GPP TS 23.280 [5].
6.3.1.4.4
Proposed new subclause 5.8.5
5GS considerations
The 5GS PDU session considerations specified in subclause 5.2.7.2.3 of 3GPP TS 23.280 [XX] shall apply.
6.3.1.4.5
Proposed new subclause 5.8.6
5GS unicast considerations for MCData
For an MCData session request, resources shall be requested utilising interaction with dynamic PCC. The MCData system shall request resources over N5 to a PCF. The dedicated QoS flow for MCData media may utilise the 5QI value of 70 (as specified in 3GPP TS 23.501 [13]) or may use operator defined 5QI values (128-254. The request of resources over N5 shall include an application identifier for MCData in order for the PCF to evaluate the proper 5QI.

The UE is required to support at minimum one QoS flow, which is used for MCData.

Depending on operator policy, for the media plane following applies:

-
The MCData system may be able to request modification of the priority (ARP) of an existing QoS flow without the need to initiate a new QoS flow or DNN; or
-
The QoS flows used for MCData communication may enable pre-emption of lower priority QoS flows if the maximum number of QoS flows has been reached in favour of the newly initiated MCData QoS flow, if the 5GS QoS flow used for MCData communication has higher priority level (ARP) than the QoS flow(s) used for other application(s) and if the QoS flows for non MCData application are pre-emptable. In this case, the 5GS QoS flow for MCData communication pre-empts one of the existing 5GS QoS flows when the maximum number of 5GS flows is established for other applications.

NOTE:
Operator policy takes into account regional/national requirements.
The QoS flow for MCData emergency communication shall have highest priority level among MCData communication types. The QoS flow for MCData imminent peril communication shall have higher priority level than one for MCData communication but lower than the priority level for MCData emergency communication.
6.3.1.4.6

Proposed changes to 6.4.1
On-network functional model

Figure 6.4.1-1 applicable for the use of the EPS and figure 6.4.1-2 applicable for the use of 5GS show the generic application plane functional model.
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Figure 6.4.1-1: Generic application plane functional model using EPS
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Figure 6.4.1-2: Generic application plane functional model using 5GS
In the models shown in figure 6.4.1-1 and figure 6.4.1-2, service capability functions (SDS, FD, DS, IPcon) of the MCData client and the MCData server along with their reference points (MCData-cap-1 to MCData-cap-n) are described in the respective functional models for each capability.
NOTE:
The security aspects of new network components (MCData message store and Message store client) and its two new reference points are the responsibility of SA3 and thus outside the scope of the present document.
6.3.1.4.7

Proposed changes to 6.4.4.1
Application plane using EPS
6.3.1.4.8

Proposed new subclause 6.4.4.2
Application plane using 5GS
6.3.1.4.9
Proposed new subclause 6.4.4.2.1
General
The reference points for the application plane of MCData service are described in the following subclauses.

6.3.1.4.10
Proposed new subclause 6.4.4.2.2
Reference point MCData-2 (between the MCData server and the MCData user database)
The MCData-2 reference point, which exists between the MCData server and the MCData user database, is used by the MCData server to obtain information about a specific user. The MCData-2 reference point utilises a diameter management application protocol as defined in 3GPP TS 29.283 [12] and shall be intra-network.

6.3.1.4.11
Proposed new subclause 6.4.4.2.3
Reference point MCData-3 (between the MCData server and the MCData server)
The MCData-3 reference point, which exists between the MCData server and the MCData server for MCData application signalling for establishing MCData sessions, shall use the SIP-2 reference point for transport and routing of signalling. If each MCData server is served by a different SIP core then the MCData-3 reference point shall also use the SIP-3 reference point for transport and routing of signalling. Media is also transferred using the MCData-3 reference point.

6.3.1.4.12
Proposed new subclause 6.4.4.2.3A
Reference point MCData-5 (between the MCData capability function and 5GS)
The MCData-5 reference point, which exists between the MCData capability function and 5GS, is used, subject to the conditions below, by the MCData capability function of the MCData server to obtain unicast bearers with appropriate QoS from the 5GS. It utilises the N5 interface of 5GS according to 3GPP TS 23.501 [XX].
MCData-5 is not used when the MCData service provider and the PLMN operator do not have an operational agreement for QoS control to be provided directly from the MCData service provider domain.

MCData-5 may be used when the MCData service provider and the PLMN operator have an operational agreement where QoS control is provided directly from the MCData service provider domain.
NOTE:
Any coordination between the P-CSCF use of Rx and the MCData server use of Rx (via MCData-5) from the MCData service provider domain is not specified in this release of this specification.
6.3.1.4.13
Proposed new subclause 6.4.4.2.4
Reference point MCData-6 (between the MCData server and 5GS)
Editor´s note: The use of MCData-6 reference point under 5GS is not considered in this release.

6.3.1.4.14
Proposed new subclause 6.4.4.2.5
Reference point IWF-2 (between the interworking function to LMR system and the MCData server)
The IWF‑2 reference point is specified in 3GPP TS 23.283 [18].

6.3.1.4.15
Proposed new subclause 6.4.4.2.6
Reference point MCData-7 (between the Message store client and MCData message store)
The MCData-7 reference point, which exists between the Message store client and the MCData message store, is used by the Message store client to manage the information stored in the MCData message store and synchronization between the MCData client and the MCData message store. 

6.3.1.4.16
Proposed new subclause 6.4.4.2.7
Reference point MCData-8 (between the MCData message store and MCData server)
The MCData-8 reference point, which exists between the MCData server and the MCData message store, is used by the MCData server to access and manage the MCData message store such as creating MCData user folders and depositing the communications history.

6.3.1.4.17
Proposed new subclause 6.4.4.2.8
Reference point MCData-9 (between the MC gateway server and the MC gateway server in a different MCData system)
The MCData-9 reference point, which exists between the MC gateway server and the MC gateway server in an interconnected MCData system for MCData application signalling for establishing MCData sessions, shall use the SIP‑3 reference point for transport and routing of signalling. The MCData-9 reference point also carries application data where the data size is too great to be transferred on the signalling plane.
6.3.1.4.18

Proposed changes to 6.5.1
On-network functional model using EPS
Figure 6.5.1-1 shows the application plane functional model for SDS.

[image: image25.emf]MCData-SDS-1

MCData server 

MCData client

MCData UE

MCData-SDS-2

MCData-SDS-3

EPS

SDS 

distribution 

function

Transmission

/Reception 

control

SDS function

MCData

Message Store

Message 

store 

client

MCData-8  MCData-7


Figure 6.5.1-1: Application plane functional model for SDS using EPS
In the model shown in figure 6.5.1-1, the following apply:

-
MCData-SDS-1 reference point is used for uplink and downlink unicast SDS data transaction over signalling control plane by the SDS distribution function of the MCData server and SDS function of the MCData client. This reference point is also used for MCData application signalling during session establishment in support of SDS data transfer.

-
MCData-SDS-2 reference point carries uplink and downlink unicast SDS data over media plane between the SDS distribution function of the MCData server and the SDS function of the MCData client.

-
MCData-SDS-3 reference point carries downlink multicast SDS data over media plane from the SDS distribution function of the MCData server to the SDS function of the MCData client.
Examples of SDS data (in the form of text, binary, application data, URL or combinations of these) are: 

-
information pertaining to applications e.g. health parameters of MCData user for situational awareness application;

-
information pertaining to enhanced status service;

-
text or URL data between MCData users;

-
application data (e.g. health parameters) to the MCData user;

-
location information (independent or along with user or application provided data);

-
command instructions to invoke certain operations on the MCData UE e.g. invoking UE specific applications; and

-
application plane identities for the MCData user and MCData application.
6.3.1.4.19

Proposed new subclause 6.5.1a
On-network functional model using 5GS
Figure 6.5.1a-1 shows the application plane functional model for SDS.
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Figure 6.5.1a-1: Application plane functional model for SDS using 5GS

In the model shown in figure 6.5.1a-1, the following apply:

-
MCData-SDS-1 reference point is used for uplink and downlink unicast SDS data transaction over signalling control plane by the SDS distribution function of the MCData server and SDS function of the MCData client. This reference point is also used for MCData application signalling during session establishment in support of SDS data transfer.

-
MCData-SDS-2 reference point carries uplink and downlink unicast SDS data over media plane between the SDS distribution function of the MCData server and the SDS function of the MCData client.

Examples of SDS data (in the form of text, binary, application data, URL or combinations of these) are: 

-
information pertaining to applications e.g. health parameters of MCData user for situational awareness application;

-
information pertaining to enhanced status service;

-
text or URL data between MCData users;

-
application data (e.g. health parameters) to the MCData user;

-
location information (independent or along with user or application provided data);

-
command instructions to invoke certain operations on the MCData UE e.g. invoking UE specific applications; and

-
application plane identities for the MCData user and MCData application.
6.3.1.4.20
Proposed changes to 6.5.4.1.3
Reference point MCData-SDS-3 (multicast between the SDS distribution function and the SDS function)
The MCData-SDS-3 reference point, which exists between the SDS distribution function of the MCData server and the SDS function of the MCData client, is used by the SDS distribution function of the MCData server to send downlink multicast SDS data to the SDS function of the MCData client. The MCData-SDS-3 reference point uses the MB2-U interface defined in 3GPP TS 23.468 [8].
Note:
This reference point is not available when using 5GS.
6.3.1.4.21

Proposed changes to 6.6.1
On-network functional model using EPS
Figure 6.6.1-1 shows the application plane functional model for file distribution.
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Figure 6.6.1-1: Application plane functional model for file distribution using EPS
In the model shown in figure 6.6.1-1, the following apply:

-
MCData-FD-1 reference point is used for MCData application signalling for establishing a session in support of MCData file distribution. The bearer is also used for both uplink and downlink unicast data (e.g., URL associated to file, file download completed report).

-
MCData-FD-2 reference point carries uplink and downlink unicast file data between the FD functions of the MCData server and the MCData UE.

-
MCData-FD-3 reference point carries downlink multicast file data from the FD function of the MCData server to the FD function of the MCData UE.

-
MCData-FD-4 reference point carries uplink and downlink unicast file data between the media storage function of the MCData Content server and the media storage client of the MCData UE. 
-
MCData-FD-5 reference point supports the MCData server to access the stored files in the MCData content server for certain file distribution functions, such as retrieval a file to be distributed through multicast etc. This reference points also supports any necessary operational requirements.

NOTE:
The security aspects of MCData-FD-5 reference point are the responsibility of SA3 and thus outside the scope of the present document. 
Editor's note: It is FFS on what the operational requirements (such as QoS control of file upload and download) are needed to be supported by this reference point.

6.3.1.4.22
Proposed new subclause 6.6.1b
On-network functional model using 5GS
Figure 6.6.1b-1 shows the application plane functional model for file distribution.
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Figure 6.6.1b-1: Application plane functional model for file distribution using 5GS

In the model shown in figure 6.6.1b-1, the following apply:

-
MCData-FD-1 reference point is used for MCData application signalling for establishing a session in support of MCData file distribution. The bearer is also used for both uplink and downlink unicast data (e.g., URL associated to file, file download completed report).

-
MCData-FD-2 reference point carries uplink and downlink unicast file data between the FD functions of the MCData server and the MCData UE.

-
MCData-FD-4 reference point carries uplink and downlink unicast file data between the media storage function of the MCData Content server and the media storage client of the MCData UE. 

-
MCData-FD-5 reference point supports the MCData server to access the stored files in the MCData content server for certain file distribution functions, such as retrieval a file to be distributed through unicast etc. This reference points also supports any necessary operational requirements.

NOTE:
The security aspects of MCData-FD-5 reference point are the responsibility of SA3 and thus outside the scope of the present document.
6.3.1.4.23

Proposed change to 6.6.4.1.3
Reference point MCData-FD-3 (multicast between the FD functions of the MCData client and the MCData server)

The MCData-FD-3 reference point, which exists between the FD functions of the MCData client and the MCData server, is used by the FD function of the MCData server to send downlink multicast file data to the FD function of the MCData client. The MCData-FD-3 reference point uses the MB2-U interface defined in 3GPP TS 23.468 [8] or the xMB-U interface as defined in 3GPP TS 26.348 [20].

Note:
This reference point is not available when using 5GS.
6.3.1.4.24

Proposed change to 6.7.1
On-network functional model using EPS
Figure 6.7.1-1 shows the application plane functional model for data streaming.
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Figure 6.7.1-1: Application plane functional model for data streaming using EPS
In the model shown in figure 6.7.1-1, the following apply:
-
MCData-DS-1 reference point is used for MCData application signalling for establishing a session in support of MCData data streaming. The bearer is also used for both uplink and downlink unicast stream download reports (e.g. stream start and stop records).

-
MCData-DS-2 reference point carries unicast data stream between the data streaming and distribution function of the MCData server and the DS function of the MCData UE. The bearer is used for both uplink and downlink unicast data streaming.

-
MCData-DS-3 reference point carries multicast data stream from the data streaming and distribution function of the MCData server to the DS function of the MCData UE. The bearer is used for downlink multicast data streaming.
6.3.1.4.25

Proposed new subclause 6.7.1a
On-network functional model using 5GS
Figure 6.7.1a-1 shows the application plane functional model for data streaming.
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Figure 6.7.1-1: Application plane functional model for data streaming using EPS

In the model shown in figure 6.7.1a-1, the following apply:

-
MCData-DS-1 reference point is used for MCData application signalling for establishing a session in support of MCData data streaming. The bearer is also used for both uplink and downlink unicast stream download reports (e.g. stream start and stop records).

-
MCData-DS-2 reference point carries unicast data stream between the data streaming and distribution function of the MCData server and the DS function of the MCData UE. The bearer is used for both uplink and downlink unicast data streaming.
6.3.1.4.26

Proposed change to 6.7.4.1.3
Reference point MCData-DS-3 (multicast between the data streaming and distribution function and the DS function)

The MCData-DS-3 reference point, which exists between the data streaming and distribution function and the DS function, is used by the data streaming and distribution function of the MCData server to send multicast data stream to the DS function of the MCData client. The MCData-DS-3 reference point uses the MB2-U interface defined in 3GPP TS 23.468 [8].

Note:
This reference point is not available when using 5GS.
6.3.1.5
Proposed changes to 3GPP TS 23.379

6.3.1.5.1
Proposed change to 4
Introduction

The MCPTT service supports communication between several users (i.e. group call), where each user has the ability to gain access to the permission to talk in an arbitrated manner. The MCPTT service also supports private calls between two users. 

The MCPTT architecture utilises the common functional architecture to support mission critical services over LTE defined in 3GPP TS 23.280 [16] and aspects of the IMS architecture defined in 3GPP TS 23.228 [5], the Proximity-based Services (ProSe) architecture defined in 3GPP TS 23.303 [7], the Group Communication System Enablers for LTE (GCSE_LTE) architecture defined in 3GPP TS 23.468 [9] and the PS-PS access transfer procedures defined in 3GPP TS 23.237 [6] to enable support of the MCPTT service.

The MCPTT UE primarily obtains access to the MCPTT service via E-UTRAN,using the EPS architecture defined in 3GPP TS 23.401 [8] or 5GS architecture defined in 3GPP TS 23.501 [xx]. Certain application functions of MCPTT service such as dispatch and administrative functions can be supported using either MCPTT UEs in E-UTRAN  with 3GPP access or using MCPTT UEs via non-3GPP access networks.

NOTE:
Dispatch consoles and devices used by MCPTT service administrators are considered MCPTT UEs in the MCPTT architecture.

MCPTT UEs that use non-3GPP access can only support a subset of the functionality specified in this specification that is supported by the non-3GPP access network.

The MCPTT system provides the function to support interworking with LMR systems defined in 3GPP TS 23.283 [20].
6.x.1.5.2
Proposed new subclause 5.7.2a
5GS considerations
The 5GS PDU session considerations specified in subclause 5.2.7.2.3 of 3GPP TS 23.280 [XX] shall apply.
6.3.1.5.3
Proposed new subclause 5.7.3a
5GS unicast considerations for MCPTT
For an MCPTT call session request, resources shall be requested utilising interaction with dynamic PCC. The MCPTT system shall request resources over N5 to a PCF. The dedicated QoS flow for voice and MCPTT-4 reference point messaging shall utilise 5QI value of 65 (as specified in 3GPP TS 23.501 [xx]) or may use operator defined 5QI values (128-254). The request of resources over N5 shall include an application identifier for MCPTT in order for the PCF to evaluate the correct 5QI.

The UE is required to support at minimum one QoS flow, which is used for MCPTT voice.

Depending on operator policy, for the media plane following applies:

-
The MCPTT system may be able to request modification of the priority (ARP) of an existing QoS flow without the need to initiate a new QoS flow or DNN; or

-
The QoS flows used for MCPTT call may enable pre-emption of lower priority QoS flows if the maximum number of QoS flows has been reached in favour of MCPTT initiated QoS flow, if the5GS QoS flow used for MCPTT call has higher priority level (ARP) than the QoS flow(s) used for other application(s) and if the QoS flows for non MCPTT application are pre-emptable. In this case, the QoS flow for MCPTT call pre-empts one of the existing QoS flows when the maximum number of 5GS QoS flows is established for other applications.

NOTE 1:
Operator policy takes into account regional/national requirements.
The QoS flow for MCPTT emergency call shall have highest priority level among MCPTT call types. The QoS flow for MCPTT imminent peril call shall have higher priority level than one for MCPTT call.
NOTE :
Multi-talker control may require additional QoS flows if multiple audio streams are sent to the UE when the floor is granted to additional participants during an established MCPTT group session.
6.3.1.5.4

Proposed changes to 7.3.1
On-network functional model using EPS
Figure 7.3.1-1 shows the functional model for the application plane of the MCPTT service.
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Figure 7.3.1-1: Functional model for application plane of the MCPTT service using EPS
In the model shown in figure 7.3.1-1, the following apply:

-
The MCPTT server is an instantiation of a MC service server in accordance with 3GPP TS 23.280 [16].
-
The MCPTT server is an instantiation of a GCS AS in accordance with 3GPP TS 23.468 [9].

-
MCPTT-9 carries multicast floor control signalling between the floor control server of the MCPTT server and the floor participant of the MCPTT UE.

-
MCPTT-4 carries unicast floor control signalling between the floor control server of the MCPTT server and the floor participant of the MCPTT UE.

-
MCPTT-7 carries unicast media between the media distribution function of the MCPTT server and the media mixer of the MCPTT UE.

-
MCPTT-8 carries multicast media from the media distribution function of the MCPTT server to the media mixer of the MCPTT UE.

Figure 7.3.1-2 shows the relationships between the reference points of the application plane and the signalling plane.
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Figure 7.3.1-2: Relationships between reference points of MCPTT application and signalling control planes

6.3.1.5.5

Proposed new subclause 7.3.1a
On-network functional model using 5GS
Figure 7.3.1a-1 shows the functional model for the application plane of the MCPTT service.
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Figure 7.3.1a-1: Functional model for application plane of the MCPTT service using 5GS
In the model shown in figure 7.3.1a-1, the following apply:

-
The MCPTT server is an instantiation of a MC service server in accordance with 3GPP TS 23.280 [16].
-
MCPTT-4 carries unicast floor control signalling between the floor control server of the MCPTT server and the floor participant of the MCPTT UE.

-
MCPTT-7 carries unicast media between the media distribution function of the MCPTT server and the media mixer of the MCPTT UE.

Figure 7.3.1a-2 shows the relationships between the reference points of the application plane and the signalling plane.
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Figure 7.3.1a-2: Relationships between reference points of MCPTT application and signalling control planes using 5GS
6.3.1.5.6

Proposed changes to 7.4.2.3.5
Media distribution function 

The media distribution function is responsible for the distribution of media to call participants. By means of information provided by the MCPTT server (e.g. IP addresses, transport layer ports), it will provide the following functionality:

-
provide for the reception of uplink MCPTT UE media transmission by means of the MCPTT-7 reference point;

-
replicate the media as needed for distribution to those participants using unicast transport;

-
distribute downlink media to MCPTT UEs by IP unicast transmission to those participants utilizing unicast transport by means of the MCPTT-7 reference point;

-
distribute downlink media to MCPTT UEs using EPS multicast downlink transport of media for the call by means of the MCPTT-8 reference point; and

-
provide a media mixing function where multiple media streams are combined (e.g. multi-talker control) into a single media stream for transmission to the MCPTT UE.

NOTE 1:
If media mixing function occurs within the media distribution function, it operates independently of the media mixer in the UE.

NOTE 2:
A media mixing function within the media distribution function is not possible where the media is end to end encrypted.

Group configuration data determines whether audio mixing for multi-talker control is applied by the media mixing function in the MCPTT server.

NOTE 3:
If media mixing in the network is utilized, care should be taken to minimize the feedback of the user's own voice from the mixed audio in order to avoid echoes.

NOTE 4:
MCPTT-8 reference point cannot be utilized in this release using 5GS.
6.3.1.5.7

Proposed change to 7.5.2.2
Reference point MCPTT-1 (between the MCPTT client and the MCPTT server) using EPS
The MCPTT-1 reference point, which exists between the MCPTT client and the MCPTT server, is used for MCPTT application signalling for establishing a session in support of MCPTT. The MCPTT-1 reference point shall use the SIP-1 and SIP-2 reference points for transport and routing of SIP signalling. The MCPTT-1 reference point may use the HTTP-1 and HTTP-2 reference points.

The TMGI is communicated between the MCPTT server and the MCPTT client using the MCPTT-1 reference point.

Information that is reported to the MCPTT server from the MCPTT client shall be configurable at the application layer. This interface may include the area where a UE is currently located, described as ECGI of the serving and neighbouring cell(s), MBMS SAIs, MBSFN Area ID. This information comes from the broadcast by the local cell, e.g. from SIB1 and SIB15 (see 3GPP TS 36.331 [12]) as decoded by the UE.

NOTE:
This reference point includes the GC1 reference point as described in 3GPP TS 23.468 [9]. It is assumed that the MCPTT server is performing the function of GCS AS. While 3GPP TS 23.468 [9] does not specify GC1 it does include high level descriptions of certain interactions on GC1, including those relating to the availability of multicast delivery for the application client. The MCPTT-1 reference point fulfils the requirements of the GC1 reference point for MCPTT.

Messages supported on this interface may also include the MCPTT server providing the MCPTT client with information describing the mapping of transport resources to specific group calls.

6.3.1.5.8

Proposed new subclause 7.5.2.2a
Reference point MCPTT-1 (between the MCPTT client and the MCPTT server) using 5GS
The MCPTT-1 reference point, which exists between the MCPTT client and the MCPTT server, is used for MCPTT application signalling for establishing a session in support of MCPTT. The MCPTT-1 reference point shall use the SIP-1 and SIP-2 reference points for transport and routing of SIP signalling. The MCPTT-1 reference point may use the HTTP-1 and HTTP-2 reference points.

The TMGI is communicated between the MCPTT server and the MCPTT client using the MCPTT-1 reference point.

Information that is reported to the MCPTT server from the MCPTT client shall be configurable at the application layer. This interface may include the area where a UE is currently located, described as NCGI of the serving and neighbouring cell(s). This information comes from the broadcast by the local cell, e.g. from SIB1 and SIB3 (see 3GPP TS 38.331 [xx]) as decoded by the UE.

Messages supported on this interface may also include the MCPTT server providing the MCPTT client with information describing the mapping of transport resources to specific group calls.
6.3.1.5.9

Proposed new subclause 7.5.2.6a
Reference point MCPTT-5 (between the media distribution function and the 5GS)
The MCPTT-5 reference point, which exists between the media distribution function and the 5GS, is used, subject to the conditions below, by the media distribution function of the MCPTT server to obtain unicast bearers with appropriate QoS from the 5GS. It utilises the N5 interface of the 5GS according to 3GPP TS 23.501 [xx].

MCPTT-5 is not used when the MCPTT service provider and the PLMN operator do not have an operational agreement for QoS control to be provided directly from the MCPTT service provider domain.

MCPTT-5 may be used when the MCPTT service provider and the PLMN operator have an operational agreement where QoS control is provided directly from the MCPTT service provider domain. 

NOTE:
Any coordination between the P-CSCF use of N5 and the MCPTT server use of N5 (via MCPTT-5) from the MCPTT service provider domain is not specified in this release of this specification.
6.3.1.5.10

Proposed change to 7.5.2.8
Reference point MCPTT-7 (unicast between the media distribution function and the media mixer) using EPS
The MCPTT-7 reference point, which exists between the media distribution function and the media mixer, is used to exchange unicast media between the media distribution function of the MCPTT server and the media mixer of the MCPTT client. The MCPTT-7 reference point uses the SGi reference point defined in 3GPP TS 23.002 [3].

6.3.1.5.11

Proposed new subclause 7.5.2.8a
Reference point MCPTT-7 (unicast between the media distribution function and the media mixer) using 5GS
The MCPTT-7 reference point, which exists between the media distribution function and the media mixer, is used to exchange unicast media between the media distribution function of the MCPTT server and the media mixer of the MCPTT client. The MCPTT-7 reference point uses the N6 reference point defined in 3GPP TS 23.501 [xx].
6.3.1.5.12

Proposed change to 7.5.2.9
Reference point MCPTT-8 (multicast between the media distribution function and the media mixer) using EPS
The MCPTT-8 reference point, which exists between the media distribution function and the media mixer, is used by the media distribution function of the MCPTT server to send multicast media to the media mixer of the MCPTT client. The MCPTT-8 reference point uses the MB2-U interface defined in 3GPP TS 23.468 [9].

6.3.1.5.13

Proposed change to 7.5.2.10
Reference point MCPTT-9 (multicast between the floor control server and the floor participant) using EPS
The MCPTT-9 reference point, which exists between the floor control server and the floor participant, provides floor control signalling between the floor control server and the floor participant over a multicast bearer. The MCPTT-9 reference point uses the MB2-U interface defined in 3GPP TS 23.468 [9].

6.3.2
Solution evaluation

The provided solution for 5GS resource control in the context of 3GPP TS 23.280, 3GPP TS 23.281, 3GPP TS 23.282 and 3GPP TS 23.379 are  fully inclusive and final.

6.4.
Solution 4: Determine impacts of 5GS network slicing to MC services

6.4.1
Description

6.4.1.1
General

This solution addresses key issue 8 impacts of of 5GS network slicing to the MC Service system.

Network Slicing is a transport resource partioning concept that allows differentiated treatment depending on individual user requirements. A user may belong to different tenant types having different transport service requirements and corresponding subscriptions.
The following 3GPP Technical Specifications are included in the analysis:

-
3GPP TS 23.228 [14];
-
3GPP TS 23.501 [10];
-
3GPP TS 23.503 [12];

-
3GPP TS 29.513 [16];

-
3GPP TS 38.300 [17];

6.4.1.2
Network slicing constituents

A network slice always consists of an access network part (3GPP and non-3GPP) as well as core network part [10], [17], is applicable to control and user plane, to mobility and to roaming. Network slicing is applicable to 5G NR as well as E-UTRA connected to 5GC. Traffic for different slices of a user is handled by different PDU sessions though different slice instances may have slice specific PDU sessions using the same DNN. 
6.4.1.3
Network slicing subscription and authorisation
A subscription profile may contain one or more (Single) Network Slice Selection Assistance Information (S-NSSAIs) one marked as a default S-NSSAI [10]. An S-NSSAI can be subject to Network Slice-Specific Authentication and Authorization.

Further details are in 3GPP TS 23.501 [10].

6.4.1.4
Network slicing allocation and resource control

5G NR supports QoS differentiation within a slice and resource isolation between slices [10]. Furthermore, a network slice may be available in the whole PLMN or in one or more Tracking Areas of a PLMN. Network slicing on a per slice instance, per DNN, or per both slice instance and DNN basis is as well applicable to resources control.

The Application Function (e.g. IMS, MC service system etc.) [12] is able to influence UPF traffic routing also considering DNN, its network slice identification information and other potential identifiers. With receipt by the PCF, the PCF(s) transform(s) the AF requests into policies that apply to corresponding PDU sessions.

Further details can be found in 3GPP TS 23.501 [10]
It is intended to use IMS service profile information [18] for controlling the network slice allocation. For this purpose, the connection between IMS service (e.g. application identifier), IMS service profile, application provider and, if specified, the individual UE identification. If the individual UE identification is not specified, this may affect all UEs that have provisioned the application identifier in their subscription. It will result in an update of the network slice selection policy for the individual user or group of users. However, this will require also an update of the UE Route Selection Policy (URSP) to determine the association of the application to an established PDU session. The proposed use of an optional service type string can be used to distinguish between IMS signalling and IMS media. The services type media describes the different media types (Voice, Video etc.).

6.4.1.5
Session binding

Session binding [16] is the association of the AF session information to only one PDU session with its corresponding QoS flows. This applies when an Application Function provide service information to the PCF which will be associated with the described IP address and the corresponding PDU session. 
The provision of the S-NSSAI is then important when multiple network slice instances are active using the same DNN and potentially the IP address may be allocated to PDU sessions in various network slice instances. How the AF derives S-NSSAI is implementation specific. 
6.4.1.6
Assessment key issue 8 - gaps

How mission critical identities can be utilized across different mission critical 5GS network slices, e.g. MC IDs, MC service IDs, MC service group IDs, etc.

-
Network slicing tenant concept and the provisioning of S-NSSAIs are part of the 5GS subscription and is related to the corresponding DNN. One network slice and its S-NSSAI corresponds to one PDU session. A DNN allows to establish up to 8 PDU sessions. If MC service identities are required for the network slice determination the MC service system may provide the relevant profile information to the NEF to associate the information in the PCF and to update the URSP. 
-
Network slicing is applicable to wireless and wireline networks and corresponding devices according to 3GPP TS 23.501. A mission critical device can be a 3GPP-compliant device (i.e. MC UE) or a non-3GPP-compliant device. Each MC device is able to utilize multiple DNNs and corresponding S-NSSAI simultaneously. 
How mission critical entities can be utilized across different mission critical 5GS network slices, e.g. group management, identity management, location management, etc.

-
The network slicing concept supports QoS and priority differentiation within a slice to the individual QoS flow of a user. Depending on the mission critical operator requirement the reference points applicable to mission critical service can be either (non-exhaustive):

1.
Within one DNN having different network slice up to the PDU session limitation;
2.
Multiple DNNs with/without network slices;

3.
Multiple DNNs with multiple network slices;

How the addressing of MC service client information can be realized across different mission critical 5GS network slices, e.g. location information reports, etc.

-
The AF (IMS/MC service system) have to consider PDU session binding mechanism according to 3GPP TS 29.513 [16].

How synchronisation of mission critical signalling and media across different mission critical 5GS network slices can be realized, e.g. MCPTT to MCVideo, MCVideo to MCData, MCPTT to MCData, etc.
· Session binding provides the management between the DNN, PDU session and related S-NSSAI identities.
-
The provision of MC service profile information to the NEF to align network slice selection rule as well as the URSP;

How security mechanisms across different mission critical 5GS network slices either with slice isolation or without can be realized, e.g. end-to-end encryption, etc.

-
Network slicing as network transport resource partitioning concept can be used for a multi-tenant approach and traffic isolation. The use of a network slice can be subject to network slice specific authentication and authorisation. The subject of end-to-end network slice encryption is not supported.

How scalability adaptions of the mission critical services provided over 5GS network slices can be realized, e.g. adding other mission critical services to the already used one, increasing or reducing performance of mission critical services, etc.
-
Generally, this is an engineering task that need to consider the estimated traffic and will result to requirements of guaranteed and aggregated maximum bitrate necessary for a network slice.

How the utilization of mission critical identities and information can be realized, e.g. location information, created during a temporal utilization of 5GS network slices.

-
Mission critical identities are used exclusively for identification within the service environment and their imapct on the 3GPP system is very limited. The use of a network slice can be subject to certain geographic restrictions within the 3GPP system. If it is desired to establish dependencies between MC service identities, MC service capabilities and the use of network slices, necessarily may be carried out at the application level.

6.4.2
Solution evaluation

This solution resolves the key issue #8 network slicing impact on MC service system. The questions raised in key issue 8 partially address engineering/deployment topics as fundamental topics for the application of 5GS network slicing, and the present solution mainly addresses 5G system aspects and possible limitations. The use of network slicing is designed in such a way that it has no functional restrictions on other 5GS functions.

The potential use of network slicing, for example in 3GPP TS 23.280, need to be included in the clause that addresses transport resources and their management. The addressed gaps with system aspects have been discussed comprehensively and conclusively.

6.x
Solution x: <Solution title>
6.x.1
Description

Editor's Note: Describe the solutions. Sub-clause(s) may be added to capture details, procedural flow etc. 

6.x.2
Impacts on existing nodes and functionality

Editor's Note: Capture impacts on existing 3GPP nodes and functional elements.

6.x.3
Solution evaluation

Editor's Note: Use this section for evaluation at solution level.
7
Overall evaluation

Editor's Note: This clause will provide evaluation of different solutions.

8
Conclusions

8.1
Unicast communication

The analysis done for key issues 2, 5, 6 and 8 and the corresponding solutions 1, 2, 3 and 4 addressing the focus area unicast communication are recommended for the normative work to support of MC services over 5GS.

Editor's Note: This clause is intended to list conclusions that have been agreed during the course of the study item activities. 
Annex A:
Copy of TS 23.280 with highlighted E-UTRAN/EPS specific terminology and references

Editor's note: 

This copy of TS 23.280 has the following terminology highlighted, identified as E-UTRAN/EPS specific:
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