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1. Introduction
By using edge computing, the operator can provide 5G applications by hosting edge applications in the edge networks to realize the 5G services (e.g. AR/VR and gaming applications) with low latency and high data rate requirements. Most of operators are about to deploy edge computing service in their network in a few years. 

Since there are multiple solutions and techniques in the various open source communities and external fora such as ETSI MEC, it is required to standardize its application architecture for enabling edge computing in 3GPP. Note that the architecture defined in ETSI MEC may not be directly referred in 3GPP System because it combined management, application aspects in one architecture and it does specify how to interact with 3GPP Core Network and RAN even though their API are heavily rely on the network capabilities of 3GPP System.
In order to build a new ecosystem using edge computing, the applications architecture should support the following aspects:
1. UE application portability
2.  Edge application portability

3. Service Differentiation by mobile subscription
4. Independent operation of edge computing platform

5. Regional edge network
6. Integration with 3GPP network

2. Reason for Change
With the above considerations, it proposed to describe the architecture principle and requirements for an application architecture for enabling edge applications. 
3. Conclusions

It is proposed to adopt the architecture principle and their related requirements as proposed text.
4. Proposal

It is proposed to agree the following changes to 3GPP TR 23.758
* * * First Change (all new text) * * * *

4.X
Key Issue X: Application Architecture 
To derive an application architecture, the following open issues need to be studied.

-  How to allow the mobile network operator to authenticate and authorize a UE to use edge computing service.
Editor’s Note: What is an edge computing service is FFS
- How to support the multiple edge computing providers per PLMN operator network. 
- How to identify Edge Data Network, in case of multiple Edge Data Networks within a single PLMN where one edge data network is defined as a subarea (e.g. list of TAs or cells) in the PLMN coverage. 
* * * Second Change (all new text) * * * *

5.1
General requirements

5.1.1
General

The application architecture for enabling edge applications is designed based on the following architecture principles:

-
UE application portability: The change of logic in Application Client compared to existing cloud environment is avoided.

-
Edge application portability: The change of logic in Application Server compared to existing cloud environment is avoided. One application server can run in multiple operator’s edge computing providers or operator-agnostic edge computing provider without any modification. 

-
Service differentiation: The mobile operator is able to provide service differentiation (e.g. by enabling/disabling the edge computing functionalities).
-
Flexible deployment: There can be multiple edge computing providers within a single PLMN operator network. The Edge Data Network can be a subarea of a PLMN.
-
Interworking with 3GPP network: To provide edge computing features developed or to be developed in 3GPP network (such as location service, QoS, AF traffic influence) to application servers, the application architecture supports the interworking with 3GPP network with existing capability exposure functions such as NEF and PCF.

5.1.2
Requirements

In order to meet the architecture principles described, the application architecture for enabling edge applications shall support the following requirements:

[AR-5.1.2-a] The application architecture shall support deployment of application server and application client without any modifications compared to its deployment in existing cloud environments.
* * * End of Changes * * * *[image: image1.png]



