
3GPP TSG-SA WG6 Meeting #49-e
S6-22xxxx

e-meeting, 16th – 25th May 2022
(revision of S6-22xxxx)
Source:
Lenovo
Title:
Use Case and Key Issue on DN related energy analytics
Spec:
3GPP TR 23.700-36 v0.1.0
Agenda item:
9.12
Document for:
Approval
Contact:
Emmanouil Pateromichelakis <epateromiche@lenovo.com>
1. Introduction
This contribution proposes a new key issue on supporting energy related analytics in ADAES.
2. Reason for Change
The energy efficiency level esp. for the edge/cloud will be crucial factor for applying energy saving policies at the edge (which has limited resources). Such policies can be to force the migration of application servers to different edges/clouds or to trigger application lifecycle changes or application service area changes / scale in-out etc to ensure meeting the energy efficiency targets. 

Background:

Energy Efficiency in SA5

EE TS 28.310 specifies the work in 3GPP related to energy efficiency. It specifies use cases relating to energy efficiency such as switching off edges UPFs for low-latency communication in certain geographical areas when no user is actively using them. Based on the scenarios the document presents requirements to be considered to support energy efficiency. The main requirements among them are requirements related to Power, Energy and Environmental measurements as well as requirements concerning energy saving. The specification further defines KPIs related to energy efficiency of NG-RAN and different network slices before going into solution for energy saving. The solutions primarily involve setting appropriate management entity in a energy saving state in a centralized or distributed manner. As captured in TS 28.310 (EE of 5G), the responsibility for EE covers also telecommunication sites, which contain network elements and site equipment; however, these may include Data Centers deployed by the network operator. The EE of edge/cloud deployed by ECSP / ASP vertical seems out of scope of SA5.
Also, in TS 28.554 and TS 28.310 the 5G KPIs have been defined from management perspective, and these include the Energy Efficiency KPIs related to RAN, CN and slice. For example, for a generic network slice the EE is defined as:

6.7.2
Network slice Energy Efficiency (EE)

6.7.2.1
Generic Network Slice Energy Efficiency (EE) KPI
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Figure 4: Limits of the scope of the standard about additional energy analysis services




where: 
- ‘Performance of network slice’ (Pns) is defined per type of network slice;

- ‘Energy Consumption of network slice’ (ECns) is defined independently from any type of network slice.

For one unit of ECns, the higher Pns is, the higher the generic network slice EE KPI is, i.e. the more energy efficient the network slice is.
There are also different EE metrics for different slice types, e.g. for eMBB or URLLC where the calculation is based on different factors (e.g. URLLC is based on latency).

Energy Efficiency / Measurements related for the telco cloud side
In telco cloud environments (in ICT domain), the energy measurement for the ICT equipment can be supported by a Remote Management Server (RMS) which can provide energy metering from 3rd party perspective and can also provide energy data analysis services which include various reports, with database management, and potential correlation services to understand the power consumption structure and optimization possibilities and progress [see ETSI ES 202 336-12 V1.2.1, ETSI ES 202 336-1]. 
As can be seen in the figure, the energy data analysis and metering seem with the RMS and non-real time power/energy analysis services, and not NMS. Also, the interaction between the RMS and the NMS is not specified in ETSI (apart from the PEE data export). Thus, the discussion within SA6 scope covers only the aspects related to collection, analysis and exposure of energy data related to the DN via the enablement layer (specifying mainly capabilities of the non-real time energy analysis services).

[image: image2]
figure source: [ETSI ES 202 336-12 V1.2.1]
The energy consumption for a DN/EDN can be due to the EES/EAS vCPU usage, the API invocations (for edges services produced or consumed by the EDGE platform) and other energy consumptions (e.g HW/NFVI layer). Some of this part will be analogous to the application services which require edge computing services for the communication of application traffic over 5GS. So, knowing the predicted/expected application service consumption and impact to the edge platform for a given area and time would be useful for triggering actions to maintain energy consumption low while not sacrificing the agreed application service performance (based on the SLAs). 
ADAES could potentially provide a value-added enablement service which is about providing analytics on the energy levels for the EDN/DN based on collecting energy and resource usage data (from OAM and optionally from UPF/ NWDAF) as well as application traffic patterns from VAL servers or energy measurements from COTS hardware / NFVI layer of the edge/cloud platform. Such analytics could be useful for both the edge / cloud provider and the ASP/MNO.

3. Proposal

It is proposed to agree the following changes to 3GPP TR 23.700-36 v0.1.0.
* * * Change * * * *

4.x
Key issue #x: Support for DN energy efficiency analytics

The energy efficiency for a DN can relate to the per EAS/AS energy efficiency as well as the per EDN energy efficiency. Such metric can be derived based on analyzing the performance/data volumes of the edge/cloud platform capabilities (e.g. EES/EAS, abstracted network services) as well as the expected energy consumption for a DN/EDN which can be due to the EES/EAS vCPU usage, the API invocations (for edges services produced or consumed by the EDGE platform) and other energy consumptions (e.g HW/NFVI layer). Some of this part will be analogous to the application services which demand edge computing services for the communication of application traffic over 5GS. So, knowing the predicted/expected application service consumption and impact to the edge platform for a given area and time would be useful for triggering actions to optimize energy efficiency for the DN or for specific EAS/AS within the DN. 
The key issue will investigate:

· The use cases (e.g. IoT) and deployment models which require the use of DN energy efficiency analytics, and the characterization of energy efficiency KPIs (e.g. edge DV, edge EC) for different use cases 
· Whether and how the application data analytics enablement service needs to provide support for energy related analytics (energy usage per DN/EDN, energy usage per EAS/VAL server)?
· What data or analytics (e.g. per slice EE analytics) need to be collected by the 5GS (OAM, 5GC) or from EAS/AS (e.g. RMS) as well as by the edge/cloud platform for supporting energy analytics at the DN side?
NOTE: Definition of energy usage is based on SA5 terminology and further coordination may be needed for energy usage data collection by OAM.
* * * End of Change * * * *
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