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1
Decision/action requested

This is for information to the group.
2
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3
Discussions
3.1 
Initial version

The the discussion was kicked off by creating an initial version (v0.0.1) of the document at https://nwm-trial.etsi.org/#/documents/8650, with the objectives of this Rel-19 topic based the endorsed collected input in [1] and [2], as shown below:
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3.2
Discussion

The feedbacks received are summarized in the table below.
	Company
	Feedback

	Nokia
	Nokia believes the study should start with the trustworthiness as the first objective since this was already started in Rel18 but cannot be completely agreed in normative work.

On way of working. e.g., I would opt to go directly to WI phase but working with a draft CR instead of spending so much time on a study only for the features to be objected at WI phase. Alternatively, we can run both a study and WI along side but this seems clumsy. may be the compromise is to require a discussion paper together with a draftCR input for those controversial topics.

	Microsoft Europe SARL
	Doesn't "2) Energy efficiency aspects of AI/ML;" belong to 2.2?

	HUAWEI TECHNOLOGIES Co. Ltd.
	For clause 2.1: suggest to add objective "Investigate which requirements and use cases for AI/ML defined in SA1 (TS 22.876) related to SA5 management and orchestration."

For bullet 1 in objective 2.1: need to make it clear what is additional AIML function and its specific scenarios of RAN3, RAN1, SA2, SA5.

For objectives in clause 2.1, 2.2, 2.3 and 2.4, need to make it clear which Rel-19 RAN/SA use cases/scenarios the objectives apply to.

For objectives of trustworthness, suggest to clearly state which objects needs to perform trustworthness.

For clause 3: Suggest to clearly state that which ORAN group is related.

	Ericsson LM
	2.1 

2)Clarify if this topic is on How AI/ML has impact on Energy saving or how AI/ML can be used for Energy saving purposes

3) What is the use case relevant to SA5 here? Models are not to be standardized so we cannot standardize the rewards for the models. What are the mechanisms to be standardized? Is there any multivendor interoperability that could benefit from having something standardized that could support reinforcement learning. What is the use case driving this?

4) AI/ML certificate management- do you want to certificate interfaces? Why existing procedures cannot cover this? What is the use case here? Do you mean certificate for security or licenses? Specify relevance to SA5 scope.

2.3 we do not standardize the models so we cannot do this between the vendors. If this is within one vendor then why should we standardize? Are there any tangeble use cases?

	TELEFONICA S.A.
	2.2 -> the bullets do not specify the activity to be actually done: do we want to "study"? "identify" sth? "make a comparative analysis?" Verbs in the sentences are missed, so it is not clear the scope in terms of what is wanted to be achieved.
3: suggest to consider also RAN3 group 


3.3
Updated version

The moderator made an updated version (v0.0.2) of the document at https://nwm-trial.etsi.org/#/documents/8692 based on the feedbacks received, as copied below. The justification was also added.
The moderator has also submitted a corresponding SID (S5-236546) to SA5#151 for detailed discussion, including the content of the SID, TU, and the way of working (i.e., whether both SID and WID are needed and whether they can proceed in parallel).

Note: the highlighted items are being planned and not approved yet.
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3.4.
TU estimates and dependencies
The moderator provides the TU estimates and dependences for this Rel-19 topic on AI/ML management phase 2 as follows, for discussion by the group.
	Work Task ID
	TU Estimate

(Study)
	TU Estimate

(Normative)
	RAN Dependency

(Yes/No/Maybe) 
	SA Dependency

(Yes/No/Maybe)

	1.1
	0.5
	0.4
	No
	SA1

	1.2
	0.5
	0.4
	No
	SA2

	1.3
	0.5
	0.4
	No
	SA3

	1.4
	0.5
	0.4
	No
	-

	1.5
	0.5
	0.4
	No
	SA6

	1.6
	1
	1
	RAN1
	No

	1.7
	0.5
	0.4
	RAN2
	-

	2
	1
	1
	Maybe
	Maybe

	3
	1
	1
	Maybe
	Maybe

	4
	1
	1
	Maybe
	Maybe


Total TU estimates for the study phase: 7
Total TU estimates for the normative phase: 6.4
Total TU estimates: 13.4 
4
Proposal

Discuss the draft SID (S5-236546) at SA5#151, including the content of the SID, TU, and the way of working (i.e., whether both SID and WID are needed and whether they can proceed in parallel).
2.1. Enhancement of AI/ML management and operational capabilities to enable and support AI/ML in 5GS


1)	AI/ML management and operational capabilities to support additional 3GPP AI/ML functionalities, such as AI/ML over the air interface, and �HYPERLINK "https://www.3gpp.org/DynaReport/WiCr--940071.htm" \t "_blank"��5G system support for AI/ML-based Services�;


2) 	Energy efficiency aspects of AI/ML;


3)	Enhancements of AI/ML operational capabilities to support different types of learning, such as Federated Learning, Reinforcement Learning, and Generative Learning.


4) 	AI/ML certificate management


2.2. Sustainable Artificial Intelligence in Networks


1)	Measuring environmental impacts​ of AI


2)	Data-to-performance efficiency: Optimizing the needs and/or management of data for AI


3)	Model design-to-performance efficiency: Optimizing design of AI models/entities


4)	Solution-to-performance efficiency: Optimizing the use of AI models/entities vs. the applied energy


2.3. Management aspects to support cross domain distributed learning


1)	Identify the potential use cases that may require distributed AI collaboration across different domains, such as E2E smart slicing, cross domain QoE with federated learning, etc.


2)	Identify corresponding requirements (e.g., cross domain training and inference) for cross domain AI management to support distributed learning. 


3)	Study the potential enhancements and extensions (e.g., new capabilities, attributes, etc.) of the MnS to support the identified use cases and requirements. 


2.4. Trustworthiness aspects of AI/ML


1)	Concept of trustworthiness for AI/ML in the context of OAM


2)	Trustworthiness indicators and measurements for AI/ML


3)	Methods for monitoring trustworthiness of AI/ML


4)	Tradeoffs between performance and trustworthiness of AI/ML


5)	Failsafe policies and mechanisms for AI/ML 


3. 	Potential collaboration groups and related topics: SA1/SA2/SA3/RAN1/RAN2, LFN ONAP, ORAN








3	Justification


SA5 has already specified the ML training MnS (Management Service) as part of Rel-17. The group has also studied and is currently progressing to finalise additional aspects of the AI/ML management specifications for Rel-18, focusing specifically on enabling and managing the AI/ML functionalities in the various domains of the 5G system, including the management and orchestration (e.g., MDA defined in TS 28.104), 5GC (e.g., NWDAF defined in TS 23.288) and NG-RAN (e.g., RAN intelligence defined in TS 38.300 and TS 38.401). The AI/ML management capabilities defined in Rel-18 include management and operations for ML training, ML Testing, AI/ML emulation, ML entity deployment and AI/ML inference. 


It is also well-know from the latest Rel-19 planning discussions within the 3GPP that almost all the 3GPP WGs, including both the RAN and SA WGs, have already been and plan to continue their engagements in AI/ML relevant features/capabilities standardization development advancements. The OAM standardisation support, led by SA5, continues to play a key role in enabling and facilitating the efficient deployment and operation of the relevant AI/ML features/capabilities.SA1 has specified traffic characteristics and performance requirements for AI/ML model transfer in 5GS in Rel-18, and is studying the phase 2 in Rel-19.


SA2 has defined 5GS support for AI/ML-based services in Rel-18, and is planning the study on architecture enhancement to support the intelligence in 5G Core in Rel-19.


SA3 has studied the Security and Privacy of AI/ML-based Services and Applications in 5G in Rel-18.


SA5 is also studying the MDA (Management Data Analytics) phase 3 in Rel-19.


SA6 is conducting the study to enable support for AI/ML services at application enablement layer in Rel-19.


RAN1 has studied AI/ML for Air interface in Rel-18 which covers 3 use cases - CSI feedback, Beam management and UE positioning, and is planning the normative work for Rel-19. 


RAN2 is planning the study on AI/ML assisted mobility optimization in Rel-19.


The management and operation aspects of these AI/ML capabilities need to be investigated in order to identify and address the  necessary enhancements to the Rel-18 AI/ML management capabilities.


More and more complex use cases and advanced relevant features in the 5GS can now be facilitated by AI/ML capabilities with support of various type of learning techniques, e.g., but not limited to, Federated Learning, Reinforcement Learning, online training and offline training, and distribute learning across domains (such as E2E smart slicing). This requires more advanced capabilities to enable and manage these learning techniques.


While AI/ML continue to bring a lot of benefits for 5G, the energy consumption aspects associated with  AI/ML solutions cannot be neglected. For example, depending on the complexity of the task and structure of the ML model, the energy consumption associated with a specific  AI/ML solution/feature could be very different. Some AI/ML solutions may consume relatively higher energy for both training and inference, while some others may consume much more energy for training than inference. Therefore, there is a need to find a way to evaluate and address some means to control the energy consumption associated with AI/ML features/capabilities.


Moreover, based on some high level Rel-18 discussions the trustworthiness ( TR 28.908) proves to be an important aspects of AI/ML that need to be further investigated and evaluated, including e.g.,  the specific trustworthiness indicators, associated measurements and data supporting the quantification of them. 


Therefore, a study on AI/ML management phase 2 is needed to address the above-mentioned issues.


4	Objective


The objectives of the study on AI/ML management phase 2 include:


1. 	Study the management aspects of AI/ML functionalities defined by SA5 and other 3GPP WGs, including


1.1	AI/ML model transfer in 5GS (SA1),


1.2	5GS support for AI/ML-based services (SA2),


1.3 	AI/ML certification management supporting security and privacy of AI/ML-based Services and Applications in 5G (SA3),


1.4	MDA (Management Data Analytics) phase 3 (SA5),


1.5	Support for AI/ML services at application enablement layer (SA6),


1.6	AI/ML for Air interface (RAN1),


1.7	AI/ML assisted mobility optimization (RAN2).


2. 	Study the AI/ML management and operation capabilities to support different types of learning as needed, such as Federated Learning, Reinforcement Learning, Online and Offline training, and Distributed Learning.


3. 	Study the sustainability aspect of AI/ML, including


3.1	Evaluation of energy consumption/efficiency impacts associated with  AI/ML solutions for all operational phases (training, emulation, deployment, inference),


3.2	Optimize the use of ML entities with consideration of performance and the applied energy,


3.3 	Optimize the use of data with consideration of performance and cost for AI/ML.


4. 	Further study the trustworthiness aspects for AI/ML, including


4.1	Concept of trustworthiness for AI/ML in the context of OAM,


4.2	Trustworthiness indicators and measurements for AI/ML for each AI/ML use case,


4.3	Methods for monitoring trustworthiness of AI/ML,


4.4	Trade-offs between performance and trustworthiness of AI/ML,


4.5	Failsafe policies and mechanisms for AI/ML.








