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***First change***

11.a General handling of provisioning operations

11.a.1 Rules for all operations

All operations shall receive a response in a reasonably short time. This is needed in order for the MnS consumer to be able to distinguish between a slow responding MnS provider and a connectivity or processing error.

While the MnS producer cannot control delays due to the connecting network, if the processing of a request is even potentially time consuming, some response should be provided before the final results are available.

Even though the exact length of "Short time" cannot be defined (as it is dependent on many factors), the concept and proper handling of slow requests is still important. It is the responsibility of designers/implementers of each use-case to decide whether it is potentially slow or fast.

11.a.2 Rules for CRUD iniated procedures

Provisioning (CRUD) operations may (or may not) initate updates to background resources, thus the complete procedure (actions taken) may consist of two parts: first updating the NRM datastore ( e.g. creating an MOI) then executing a background task (e.g. initalizing a new virtual machine for a new network function).

In some cases it is not a priori known what NRM data updates will result from a single CRUD operation.

Due to the above CRUD initiated procedures should be handled based on two independent properties. While a CRUD operation (updating the NRM datastore) itself is always synchronous and not dependent on these properties; associated activities may be more complex.

A procedure initiated by a CRUD operation may be seen as single step or multi-step from a consumer point of view. While its invocation is a single step, its execution and responses may involve multiple steps.

- **Single step procedure**: The consumer sees these as a single step even if there are multiple background resources affected. The operation is initiated by a single request and sends back a single response message. There are no intermediate stage results although the end-result might indicate which parts of the operation succeeded or failed. Once the operation succeeded both the NRM changes and any background resource updates (that need a change due to the management operation) are done. These operations are assumed to succeed or fail in a "short time"; see clause 11.a.1.

- **Multi-step procedure**: The consumer sees multiple separate steps of the execution. While the NRM updates should be excuted in a single first step and fast, needed background resource updates might take multiple steps and a longer time.

The procedure is initiated by a single CRUD request. The MnS producer shall update the NRM (e.g. create a requested MOI) then send back a prompt response message. This response indicates that the requested NRM changes have been executed, and that any needed background resource updates were initiated and the input receive in the CRUD request is acceptable. At this point the created network resources are not ensured to be ready for use. (Note, the operation may fail completely e.g. if the input data is unacceptable.)

The multiple steps may simply indicate the percentage of completion of the procedure (0-100 %) or they may indicate distinct, named execution stages e.g., virtual-machine-created, virtual-machine-configured, virtual-machine-ready.

A multi-step procedure allows better visibility of the progress of background resource updates and may provide the consumer the possibility to cancel the operation.

The MnS provider shall provide attributes/MOIs that allow the MnS consumer to monitor the progress of the background resource updates. The dataType "processMonitor" (see [11]) shall be used to facilitate this. It is allowed to specify that some optional-to-support subparts of the processMonitor are not used in a specific use-case. If needed additional state attributes shall be added to indicate the progress and result state of updates to the background resources. When adding additional attributes the known state handling patterns shall be preferred (operationalState, availabilityStatus,usageState, etc.) It is the responsibility of the MnS consumer to monitor the background resource updates via notifications or repeated read operations.

Procedures that may take a longer time should be defined as multi-step operations"; see clause 11.a.1.

An operation can be a simple or a non-trivial operation.

- **Simple operations** request a fixed, a-priori know set of NRM changes (create/update/delete) e.g. setting some MOIs and attributes.

- **Non-trivial operations** are initiated by a CRUD operation, but may or may not result in changes to additional NRM elements (MOIs or attributes). These additional NRM updates are not possible to know before the operation is invoked.

If an operation is non-trivial an auxiliary "xxxJob" IOC should be defined whose sole purpose is to facilitate invoking the operation. (xxxJob is the recommended naming pattern, but other names can also be used.)

If the operation also initiates a multi-step procedure, processMonitor should be added to the "xxxJob" IOC. Additional state attributes representing the state of the process should be added to the "xxxJob" IOC. If an attribute represents the state of a resource that is modeled by its own IOC the state attribute should be added to this "resource-IOC".

**Table 11.a.2-1: IOCs, attributes for non-trvial and/or multi-step operations**

|  |  |  |
| --- | --- | --- |
|  | Simple operation | Non-trivial operation |
| Single-step | - no special handling | - Define an "xxxJob" IOC |
| Multi-step | Define in the IOC created/updated- processMonitor attribute - Additional state attributes may be definedMight allow cancelation | - Define an "xxxJob" IOC - Use processMonitor attribute on "xxxJob"- Additional state variables may be added to "xxxJob" or a "resourecIOC"Might allow cancelation |

The following diagram is an example of a multi-step procedure initiated by a createMOI request.



**Figure 11.a.2-1. Multi-step procedure**

***Next change***

# Annex C (informative): PlantUML source for diagrams

@startuml

'Created using https://www.planttext.com/

'Figure 11.a.2-1. Multi-step procedure

hide footbox

MnS\_Consumer -> MnS\_Provider : subscribe

note right: The use of subscribe is optional

MnS\_Consumer -> MnS\_Provider : createMOI

MnS\_Provider -> MnS\_Provider : process request

note right

createMOI might fail if the input data is unacceptable.

In this case the MOI creation is not done.

end note

alt createMOI fails

 MnS\_Consumer <- MnS\_Provider : response (failure)

else createMOI successful all resources updated in a single step

 note over MnS\_Provider: CreateMOI

 MnS\_Consumer <- MnS\_Provider : response (final result)

else createMOI successful resources updated in a multiple steps

 note over MnS\_Provider: CreateMOI

 MnS\_Consumer <- MnS\_Provider : response (initial result)

 MnS\_Provider -> MnS\_Provider : process request

 MnS\_Consumer <- MnS\_Provider : notify (updates)

 note right

 The producer may report multiple updates

 before the operation is completed

 end note

 MnS\_Consumer <- MnS\_Provider : notify (update)

 note right: The last update might indicate success or failure

end

@enduml

***End of changes***