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1	Decision/action requested
The group is asked to discuss and approve the proposal.
2	References
[bookmark: SP-220153][1]	SP-220153: "New SID on Fault Supervision Evolution"
[2]	S5-224406: "TR 28.830 Fault supervision evolution"; v0.2.0
3	Rationale
This document describes how to use anomaly event management to automatically process and associate multi-dimensional data, quickly identify and generate quality deterioration anomaly events, and eliminate manual information check.
It is proposed to add solution of key issue performance degradation in draft TR 28.830.
4	Detailed proposal
This document proposes the following changes in TR 28.830.
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5	Key Issues and potential solutions
5.X	Key Issue #2: Performance degradationXXX
5.X.1	Description
Editor’s note: This clause provides a description of the key issue.
5.X.2	Potential solutions: 
5.X.2.a	Potential solution #1<a>: < Performance degradation Potential Solution a Title> 
5.X.2.a.1	Introduction
Editor's Note:	This clause describes briefly the potential solution at a high-level.
This section describes the solution on identifying and resolving performance degradation anomaly events.
5.X.2.a.2	Description
Editor's Note:	This clause further details the potential solution and any assumptions made.
In this use case, the anomaly event MnS producer provides multi-dimensional data correlation, historical data accumulation, and proactive knowledge mining capabilities to automatically filter out duplicate alarms, analyze root causes of anomaly events, and implement recovery solutions, improving the automation of complex anomaly event handling. This feature improves processing efficiency, reduces O&M costs, and improves overall user experience.
The process is as follows:
1. Consumer configures policies for abnormal event identification, analysis, decision-making, and execution through the interface;
2. Consumer  subscribes to abnormal event monitoring and reporting services through the interface;
3. According to the configured policies, Producer’s internal process is as follows:
(1) Awareness: Collect information such as alarms, resource utilization, performance, KPIs, configuration data, historical data or anomaly event from other anomaly event MnS producers, etc. performance degradation anomaly event identification policy could be set based on network maintenance performance counters or AI/ML models may be used to generate the policy or rules.
(2) Analysis:
Anomaly event identification: performs multi-data source correlation analysis based on the policy for performance degradation anomaly event, e.g. identifying top N degraded cells, correlating performance indicator trends, and correlating alarms. When the policy for performance degradation anomaly event is matched, the anomaly event will be generated and reported.
Anomaly event diagnosis, demarcation and location, and solution recommendation: performs demarcation and root cause diagnosis, analyzes the performance degradation causes of each top N degraded cells, records the related information in the anomaly events based on the root cause analysis results, and generates the performance degradation anomaly event analysis results. Recommends potential recovery solutions.
(3) Decision: Confirms the recovery solution, provides the evaluation and resolution of performance degradation anomaly events, and trigger the implementation of performance recovery measures.
(4) Execution: Performs recovery measures according to the diagnosis result and the selected solution.
4. Producer reports event identification, analysis, and status information to consumers according to subscription requirements.

5.X.3	Conclusion - Impact on normative work
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