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1
Decision/action requested

The group is asked to discuss and agree on the proposal.
2
References

[1] 
3GPP TR 28.908-020 “Study on Artificial Intelligence/Machine Learning (AI/ ML) management”.
3
Rationale
During AI/ML training, testing and inference, the AI/ML trustworthiness management is needed. E.g.,  mandatory regulatory requirements for AI/ML trustworthiness may be put in place, for e.g., the EU has proposed an AI regulation act for AI/ML consisting of seven key requirements that the AI/ML systems should meet (based on the risk level of the use case) for them to be considered trustworthy. This pCR is to add the UC and potential requirements on AI/ML data trustworthiness. 
4
Detailed proposal
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2
References

The following documents contain provisions which, through reference in this text, constitute provisions of the present document.

-
References are either specific (identified by date of publication, edition number, version number, etc.) or non‑specific.

-
For a specific reference, subsequent revisions do not apply.

-
For a non-specific reference, the latest version applies. In the case of a reference to a 3GPP document (including a GSM document), a non-specific reference implicitly refers to the latest version of that document in the same Release as the present document.

[1]
3GPP TR 21.905: "Vocabulary for 3GPP Specifications".

[2]
3GPP TS 28.104: "Management and orchestration; Management Data Analytics".

[3]
3GPP TS 23.288: "Architecture enhancements for 5G System (5GS) to support network data analytics services". 

[4]
3GPP TS 28.105: " Artificial Intelligence / Machine Learning (AI/ML) management ".
[x] 
European Commission (21.04.2021): “Proposal for a Regulation laying down harmonized rules on artificial intelligence”.
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5
Use cases, potential requirements and possible solutions
5.A
AI/ML trustworthiness

5.A.1
Description

During AI/ML training, testing and inference, the AI/ML trustworthiness management is needed. Based on the risk level (e.g., unacceptable, high, minimal) of the use case, the trustworthiness requirements for AI/ML training, testing and inference may vary and therefore the related trustworthiness need to be configured, monitored, collected and analyzed. The purpose of AI/ML trustworthiness is to ensure that the model being trained, tested, and deployed is explainable, fair, and robust (technical and adversarial). Furthermore, mandatory regulatory requirements for AI/ML trustworthiness may be put in place, for e.g., the EU has proposed an AI regulation act for AI/ML consisting of seven key requirements that the AI/ML systems should meet (based on the risk level of the use case) for them to be considered trustworthy. These seven requirements include human agency and oversight, technical robustness and safety, privacy and data governance, transparency, diversity, non-disrimination and fairness, accountability, societal and environmental well-being. More details on each of these seven requirements are described in [x].
5.A.2
Use cases

5.A.2.2
AI/ML data trustworthiness

The training data, testing data and inference data used for AI/ML training, testing and inference, respectively, may need to be pre-processed according to the desired trustworthiness measure of the AI/ML model. For e.g.,

· The samples in the training data and testing data can be labeled to include the ground-truth explanation label (in addition to the ground-truth class label). Therefore, the AI/ML model can be trained to predict both explanations label and class label for an inference sample.

· The samples in the training data and testing data can be assigned weights to ensure individual or group fairness in the AI/ML model.

· The missing features in the training data, testing data and inference data can be imputed with mean values to ensure the AI/ML model is technically robust.

· Noise can be added to the training data and testing data to ensure that the data samples are free from any kind of poisoning attacks.

Depending on the use case, some or all data trustworthiness pre-processing techniques can be applied before training, testing and deployment of the AI/ML model. 
5.A.3
Potential requirements

REQ-ML_DATA_TRUST-1 The provider of MLTraining, MLTesting and MLInference should support a capability for an authorized consumer to request reporting on the supported data trustworthiness related pre-processing capabilities of an AI/MLEntity.
REQ-ML_DATA_TRUST-2 The provider of MLTraining, MLTesting and MLInference should have a capability to pre-process the training data, testing data and inference data of an AI/MLEntity to satisfy the desired data trustworthiness measure.
REQ-ML_DATA_TRUST-3 The provider of MLTraining, MLTesting and MLInference should support a capability for an authorized consumer to define the reporting characteristics related to the data trustworthiness reports of an AI/MLEntity. 
5.A.4
Possible solutions
TBD
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