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1
Decision/action requested

SA5 is asked to approve this pCR.
2
References

None
3
Rationale

This pCR provides a use case to address one of the first objective of the study. 
4
Detailed proposal

This pCR proposes to add an overview to the new TR 28.829 for the study item FS_NSOEU, Feasibility Study for Network and Service Operations for Energy Utilities.
In this pCR a use case is provided for MNO to DSO reporting where there is an 'alarm' indicating a performance failure incident. 

BEGIN CHANGE

6.X
Business use case: MNO exposes Network Alarm
6.X.1
Description

Motivation

In 6.1, it was explained that DSOs require extremely high availability for communication in order to provide distribution automation and SCADA services to prevent energy service outages. 

The sooner the DSO obtains information regarding a communication incident the better. (The term 'incident' is used in the sense described in Annex A, a service outage - either where no communication is possible, or the service levels required cannot be maintained.)

As described in 6.1, a DSO can determine an outage by means of their own infrastructure. The DSO has many routers in their network. These provide networking within substation networks, and have wireless access interfaces to connect the substation network over a wide area. These routers perform periodic monitoring operations, e.g. sending ICMP echo (ping) messages to ascertain latency and reachability. If the access fails entirely, it is impossible for the DSO management operations system to collect this monitoring information. The failure is only detected after the periodic monitoring operations fail. 

It has to be taken into account that DSO could have tens of thousands of services like these. So, automation has to be used to improve availability. 

Despite response time (including the identification of the root cause) for these kind of incidents should be less than two hours, DSO has to dedicate more time (8 hour or more) because there is no information from the MNO and it is supposed that all incidents that are not solved by their own in 8 hour, need to be addressed indivisually. After these 8 hours, DSO generate incidents automatically with the whole information captured automatically. These incidents are managed manually. There are remote or onsite operation to solve the incidents.  If DSO was able to receive information from MNO, this response time could be reduced dramatically to less than 1 hour, an availability of the network could be improved significantly
This use case considers the exposure of alarm messages from the MNO to the DSO to reduce this delay. 
Background

See use case 6.1.
6.X.2
Details

Use Case Actors

DSO network operations center engineer:
The DSO network operations engineer is responsible for deploying monitoring and control mechanisms in the network. The DSO network operations center engineer determines how to control and configure the network for resiliency, e.g. when and how to switch between different accesses to maximize availability.

DSO electrical system operations center engineer: This actor is responsible for maintaining availability, efficiency and safety of the energy system.
Use case service flow

1. 
The energy system is monitored and managed by the DSO electrical system operations center engineer. It relies upon a functioning network to communicate with electrical utility equipment in substation networks. 

2. 
There are a set of substation networks with routers that include a UE for wide area communications. The DSO network operations center engineer is responsible for this network. The DSO network operations center engineer employs monitoring mechanisms to determine when the telecommunications network is not available. These monitoring mechanisms are exposed by the MNO, so that authorized third parties (including the DSO) are able to receive alarm messages.

NOTE 1: 
It has to be taken into account that the DSO doesn’t need all alarms received in the MNO network. The DSO only needs to receive these alarms which could affect to the availability of their services. 

NOTE 2: 
The alarms are provided at the network level, based on the overall statistical performance of the network. The alarms described here do not correspond to the performance of individual UEs or sessions.
3. The DSO network operations center engineer, using the exposed monitoring mechanism interface, can request which alarms, under which conditions, will be provided. The interface provides a means by which the alarms can be configured, including thresholds and parameters to report. These alarms can indicate the start and end of incidents.

	Parameter
	Configuration
	Expected Behavior
	Notes

	latency
	location (cell ID), incident threshold for 'start' in msec, incident threshold for 'stop' in msec.
	If average latency for service crosses the thresholds, an alarm is sent. The alarm is provided by network exposure from the MNO.
	The time of the alarm is crucial, so this information is included in the alarm delivered to the DSO.

	throughput
	location (cell ID), incident threshold for 'start' in Mbps, incident threshold for 'stop' in Mbps.
	If average throughput for service crosses the thresholds, an alarm is sent. The alarm is provided by network exposure from the MNO..
	As above.

	packet loss
	location (cell ID), incident threshold for 'start' in packet loss ratio 'loss per million', incident threshold for 'stop' in packet loss ratio 'loss per million'.
	If the average packet loss ratio for service crosses the thresholds, an alarm is sent. The alarm is provided by network exposure from the MNO..
	As above.

	Cell outage
	location (cell ID)
	If service cannot be provided in a cell (of interest to the 3rd party) from the MNO.
	As above


4. An alarm is triggered because either

- 
The 3GPP management system determines that service has degraded with some KPIs (e.g. throughput, latency, etc.) above the threshold, or recovered so that they are below a threshold.

- 
The 3GPP management system determines that service is no longer available, or has become available after having not been available. 
Service flow result

When an incident occurs, an alarm is sent. Once the alarm is received, the DSO network operations center engineer (or an automated management function) may trigger a fail-over to a backup network communications facility. This immediate alarm from the network facilitates a rapid response by the DSO, reducing or even eliminating the interval in which the DSO substation network components are unreachable or only reachable with inadequate quality of service.
6.X.3
Potential Requirements
1. The 5G 3GPP management system shall according to mobile network operator policy expose interfaces to third parties that provide the ability to:

a) enumerate alarms;
b) create alarms;
c) remove alarms;
d) configure alarms.
2. The 5G 3GPP management system shall according to mobile network operator policy expose interfaces to third parties that provide a mechanism for the mobile network operator to send alarms to the third party.

3. The 5G 3GPP management system shall support the following alarms and associated configuration:

a) 
Maximum latency threshold crossed (where the trigger characteristic corresponds to measurement of latency));

Editor's Note: It is FFS how to define latency in the context of triggering an alarm.

b) 
Maximum throughput threshold crossed  (where the trigger characteristic corresponds to measurement of [an average for the third party's network traffic]);
c) 
Maximum packet loss threshold crossed (where the trigger characteristic corresponds to measurement of [an average for the third party's network traffic]);

Editor's Note: It is FFS how to define packet loss in the context of triggering an alarm.

d) 
Cell outage (where the trigger characteristic corresponds to measurement of [where communication service is not possible at all on the the third party]).
END OF CHANGE

