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1
Decision/action requested

The group is asked to discuss and agree on the proposal.
2
References

[1] 
3GPP TR 28.908-010 “Study on Artificial Intelligence/Machine Learning (AI/ ML) management”.
3
Rationale
Differences in the network context or the network status applied to AI/ML, e.g. under which datais collected, significantly affects  the outcomes of the AI/ML services. context, As such management capabilities are needed to enable awareness of the AI/ML context in the production of AI/ML services. This pCR adds the UC and potential requirements on AI/ML context identification, monitoring and reporting in relation to AI/ML model performance management as described in TR 28.908 Section 5.1. 
4
Detailed proposal
	Start of modification


X
Use cases, potential requirements and possible solutions

X.1
AI/ML context 

X.1.1
Description

AIMLContext (see TS 28.105[x]) represents the status and conditions related to the AIMLEntity (cf. TS 28.105). As part of AI/ML model performance management there is identification of the problem that the AI/ML model is facing (cf. TR 28.908). As described in TS 28.104 [y] the differences in the network context, i.e., network status, under which data is collected to produce analytics, significantly affect the produced analytics. Similary, the changes in the AI/ML context, e.g., the characteristics of the data related to the network status and conditions used for AI/ML model training, testing and deployment may affect the AI/ML entity performance, thus may represent a problem for the AI/ML entity. Thus management capabilities are needed to enable awareness of the AI/ML context in terms of the identification as well as monitoring and reporting of changes in AI/ML context as part of the identification of the problem that the AI/ML entity is facing. 

X.1.2
Use cases

X.1.2.1
Use case AI/ML context monitoring and reporting 

AI/ML context related to AI/ML model training, testing and deployment needs to be identified by characterizing the data related to the network status and conditions in which the AI/ML model is targeted to work.
 Monitoring of such AI/ML context serves to detect the changes and anomalies in the AI/ML context. Some anomalies may be considered as a problem that AI/ML entity is facing as it may lead to its performance degradation. Therefore, the consumer of the related AI/ML service needs to be informed about such observed AI/ML context change. 

X.1.3
Potential requirements

REQ-1 The AI/ML Training MnS producer should have a capability to identify and monitor the AI/ML context, as well as to inform the consumer about observed changes in AI/ML context for an AI/ML entity. 

X.1.4
Possible solutions
TBD
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�This may not be true, and what data are used is case by case and may differ per AI/ML model. 





