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	[bookmark: OLE_LINK18][bookmark: OLE_LINK19][bookmark: OLE_LINK20][bookmark: OLE_LINK21]1st Change


[bookmark: _Toc20150394][bookmark: _Toc27479642][bookmark: _Toc36025154][bookmark: _Toc44516254][bookmark: _Toc45272573][bookmark: _Toc51754572][bookmark: _Toc90484274]4.3.0	Use of IOCs in multiple network generations
The following IOCs are applicable for UMTS and LTE management using the IRP approach as defined in TS 32.101[1] and also applicable for LTE and 5G management using Service Based Management Architecture (SBMA) as defined in TS 28.533 [32].
Top
TopX
SubNetwork
ManagedElement
ManagedFunction
ManagementNode
MeContext
VsDataContainer
The following IOCs are applicable only for 5G management using Service Based Management Architecture (SBMA) as defined in TS 28.533 [32].
TraceJob
PerfMetricJob
ThresholdMonitor
AlarmList
ManagedNFService
HeartbeatControl
NtfSubscriptionControl
MnsRegistry
MnsInfo
4.3.3	ManagedElement
[bookmark: _Toc20150395][bookmark: _Toc27479643][bookmark: _Toc36025155][bookmark: _Toc44516255][bookmark: _Toc45272574][bookmark: _Toc51754573][bookmark: _Toc90484275]4.3.3.1	Definition
This IOC represents telecommunications equipment or TMN entities within the telecommunications network providing support and/or service to the subscriber. 
A ManagedElement IOC is used to represent a Network Element defined in TS 32.101[1] including virtualization or non-virtualization scenario. ManagementElement instance is used for communicating with a manager (directly or indirectly) over one or more management interfaces for the purpose of being monitored and/or controlled. ManagedElement may or may not additionally perform element management functionality. A ManagedElement contains equipment that may or may not be geographically distributed. 
A telecommunication equipment has software and hardware components. The ManagedElement IOC described above represents the following two cases:
-	In the case when the software component is designed to run on dedicated hardware component, the ManagedElement IOC description includes both software and hardware component.
-	In the case when the software is designed to run on ETSI NFV defined NFVI [15], the ManagedElement IOC description would exclude the NFVI component supporting the above mentioned subject software.
A ManagedElement may be contained in either a SubNetwork or in a MeContext instance. A  ManagedElement may also exist stand-alone with no parent at all. 
The relation of ManagedElement IOC and ManagedFunction IOC can be described as following:
-	A ManagedElement instance may have 1..1 containment relationship to a ManagedFunction instance. In this case, the ManagedElement IOC may be used to represent a NE with single ManagedFunction functionality. For example, a ManagedElement is used to represent the 3GPP defined RNC node.
-	A ManagedElement instances may have 1..N containment relationship to multiple ManagedFunction IOC instances. In this case, the ManagedElement IOC may be used to represent a NE with combined ManagedFunction functionality (as indicated by the managedElementType attribute and the contained instances of different ManagedFunction IOCs). For example, a ManagedElement is used to represent the combined functionality of 3GPP defined gNBCUCPFunction, gNBCUUPFunction and gNBDUFunction.
NOTE:	For some specific functional IOCs a 1..N containment relationship is permitted.  The specific functional entities are identified in the NRMs that define subclasses of ManagedFunction.

	2nd Change


[bookmark: _Toc90484279]4.3.4	ManagedFunction
[bookmark: _Toc20150400][bookmark: _Toc27479648][bookmark: _Toc36025160][bookmark: _Toc44516260][bookmark: _Toc45272579][bookmark: _Toc51754578][bookmark: _Toc90484280]4.3.4.1	Definition
This IOC is provided for sub-classing only. It provides attribute(s) that are common to functional IOCs. Note that a ManagedElement may contain several managed functions, a managed function may contain other managed functions as specified for the specific subclass.. The ManagedFunction may be extended in the future if more common characteristics to functional objects are identified.
This IOC can represent a telecommunication function either realized by software running on dedicated hardware or realized by software running on NFVI. Each ManagedFunction instance communicates with a manager (directly or indirectly) over one or more management interfaces exposed via its containing ME instance.


	3rd Change


[bookmark: _Toc20150404][bookmark: _Toc27479652][bookmark: _Toc36025164][bookmark: _Toc44516264][bookmark: _Toc45272583][bookmark: _Toc51754582][bookmark: _Toc90484284]4.3.5	ManagementNode
[bookmark: _Toc20150405][bookmark: _Toc27479653][bookmark: _Toc36025165][bookmark: _Toc44516265][bookmark: _Toc45272584][bookmark: _Toc51754583][bookmark: _Toc90484285]4.3.5.1	Definition
This IOC represents a telecommunications management system (EM) within the TMN that contains functionality for managing a number of ManagedElements (MEs). The management system communicates with the MEs directly or indirectly over one or more interfaces for the purpose of monitoring and/or controlling these MEs.
This class has similar characteristics as the ManagedElement. The main difference between these two classes is that the ManagementNode has a special association to the managed elements that it is responsible for managing. 


	4th Change


[bookmark: _Toc20150409][bookmark: _Toc27479657][bookmark: _Toc36025169][bookmark: _Toc44516269][bookmark: _Toc45272588][bookmark: _Toc51754587][bookmark: _Toc90484289]4.3.6	MeContext
[bookmark: _Toc20150410][bookmark: _Toc27479658][bookmark: _Toc36025170][bookmark: _Toc44516270][bookmark: _Toc45272589][bookmark: _Toc51754588][bookmark: _Toc90484290]4.3.6.1	Definition
This IOC is introduced for naming purposes. It may support creation of unique DNs in scenarios when some MEs have the same RDNs due to the fact that they have been manufacturer pre-configured. 
If some MEs have the same RDNs (for the above mentioned reason) and they are contained in the same SubNetwork instance, some measure shall be taken in order to assure the global uniqueness of DNs for all IOC instances under those MEs. One way could be to set different dnPrefix for those NEs, but that would require either that: 
a)	all LDNs or DNs are locally modified using the new dnPrefix for the upper portion of the DNs, or 
b)	a mapping (translation) of the old LDNs or DNs to the new DNs every time they are used externally, e.g. in alarm notifications.
As both the two alternatives above may involve unacceptable drawbacks (as the old RDNs for the MEs then would have to be changed or mapped to new values), using MeContext offers a new alternative to resolve the DN creation. Using MeContext as part of the naming tree (and thus the DN) means that the dnPrefix, including a unique MeContext for each ME, may be directly concatenated with the LDNs, without any need to change or map the existing ME RDNs to new values.  
MeContext have 0..N instances. It may exist even if no SubNetwork exists. Every instance of MeContext contains exactly one ManagedElement during steady-state operations.


	5th Change


[bookmark: _Toc20150414][bookmark: _Toc27479662][bookmark: _Toc36025174][bookmark: _Toc44516274][bookmark: _Toc45272593][bookmark: _Toc51754592][bookmark: _Toc90484294]4.3.7	SubNetwork
[bookmark: _Toc20150415][bookmark: _Toc27479663][bookmark: _Toc36025175][bookmark: _Toc44516275][bookmark: _Toc45272594][bookmark: _Toc51754593][bookmark: _Toc90484295]4.3.7.1	Definition
This IOC represents a set of managed entities. There may be zero or more instances of a SubNetwork. It shall be present if either a ManagementNode or multiple ManagedElements are present (i.e. ManagementNode and multiple ManagedElement instances shall have SubNetwork as parent).
The SubNetwork instance not contained in any other instance of SubNetwork is referred to as the "root" SubNetwork instance.


	6th Change


[bookmark: _Toc20150419][bookmark: _Toc27479667][bookmark: _Toc36025179][bookmark: _Toc44516279][bookmark: _Toc45272598][bookmark: _Toc51754597][bookmark: _Toc90484299]4.3.8	TopX
[bookmark: _Toc20150420][bookmark: _Toc27479668][bookmark: _Toc36025180][bookmark: _Toc44516280][bookmark: _Toc45272599][bookmark: _Toc51754598][bookmark: _Toc90484300]4.3.8.1	Definition
This IOC is provided for sub-classing only. All information object classes defined in all TS that claim to be conformant to 32.102 [2] shall inherit from TopX.


	7th Change


[bookmark: _Toc20150424][bookmark: _Toc27479672][bookmark: _Toc36025184][bookmark: _Toc44516284][bookmark: _Toc45272603][bookmark: _Toc51754602][bookmark: _Toc90484304]4.3.9	VsDataContainer
[bookmark: _Toc20150425][bookmark: _Toc27479673][bookmark: _Toc36025185][bookmark: _Toc44516285][bookmark: _Toc45272604][bookmark: _Toc51754603][bookmark: _Toc90484305]4.3.9.1	Definition
The VsDataContainer is a container for vendor specific data. The VsDataContainer is contained by Top and hence optionally name-contained by ech IOC.


	8th Change


[bookmark: _Toc90484323]4.3.16	ThresholdMonitor
[bookmark: _Toc20150460][bookmark: _Toc27479708][bookmark: _Toc36025220][bookmark: _Toc44516308][bookmark: _Toc45272627][bookmark: _Toc51754622][bookmark: _Toc90484324]4.3.16.1	Definition
This IOC represents a threshold monitor for performance metrics. It can be name-contained by SubNetwork, ManagedElement, or ManagedFunction. A threshold monitor checks for threshold crossings of performance metric values and generates a notification when that happens.
To activate threshold monitoring, a MnS consumer needs to create a ThresholdMonitor instance on the MnS producer. For ultimate deactivation of threshold monitoring, the MnS consumer should delete the monitor to free up resources on the MnS producer.
For temporary suspension of threshold monitoring, the MnS consumer can manipulate the value of the administrative state attribute. The MnS producer may disable threshold monitoring as well, for example in overload situations. This situation is indicated by the MnS producer with setting the operational state attribute to disabled. When monitoring is resumed the operational state is set again to enabled.
All object instances below and including the instance name-containing the ThresholdMonitor (base object instance) are scoped for performance metric production. Performance metrics are monitored only on those object instances whose object class matches the object class associated to the performance metrics to be monitored.
The optional attributes objectInstances and rootObjectInstances allow to restrict the scope. When the attribute objectInstances is present, only the object instances identified by this attribute are scoped. When the attribute rootObjectInstances is present, then the subtrees whose root objects are identified by this attribute are scoped. Both attributes may be present at the same time meaning the total scope is equal to the sum of both scopes. Object instances may be scoped by both the objectInstances and rootObjectInstances attributes. This shall not be considered as an error by the MnS producer.
Multiple thresholds can be defined for multiple performance metric sets in a single monitor using thresholdInfoList. The attribute monitorGranularityPeriod defines the granularity period to be applied.
A threshold is defined using the attributes thresholdValue , thresholdDirection and hysteresis.
When hysteresis is absent or carries no information, a threshold is triggered when the thresholdValue is reached or crossed. When hysteresis is present, two threshold values are specified for the threshold as follows: A high treshold value equal to the threshold value plus the hysteresis value, and a low threshold value equal to the threshold value minus the hysteresis value. When the monitored performance metric increases, the theshold is triggered when the high threshold value is reached or crossed. When the monitored performance metric decreases, the theshold is triggered when the low threshold value is reached or crossed. The hsyteresis ensures that the performance metric value can oscillate around a comparison value without triggering each time the threshold when the threshold value is crossed.
Using the thresholdDirection attribute a threshold can be configured in such a manner that it is triggered only when the monitored performance metric is going up or down upon reaching or crossing the threshold.
A ThresholdMonitor creation request shall be rejected, if the performance metrics requested to be monitored, the requested granularity period, or the requested combination thereof is not supported by the MnS producer. A creation request may fail, when the performance metrics requested to be monitored are not produced by a PerfMetricJob.
Creation and deletion of ThresholdMonitor instances by MnS consumers is optional; when not supported, ThresholdMonitor instances may be created and deleted by the system or be pre-installed.


	9th Change



[bookmark: _Toc20150464][bookmark: _Toc27479712][bookmark: _Toc36025224][bookmark: _Toc44516312][bookmark: _Toc45272631][bookmark: _Toc51754626][bookmark: _Toc90484328]4.3.17	ManagedNFService
[bookmark: _Toc20150465][bookmark: _Toc27479713][bookmark: _Toc36025225][bookmark: _Toc44516313][bookmark: _Toc45272632][bookmark: _Toc51754627][bookmark: _Toc90484329]4.3.17.1	Definition
A ManagedNFService represents a Network Function (NF) service as defined in clause 7 of 3GPP TS 23.501[22].


	10th Change


[bookmark: _Toc27479732][bookmark: _Toc36025244][bookmark: _Toc44516332][bookmark: _Toc45272651][bookmark: _Toc51754646][bookmark: _Toc90484348]4.3.21	HeartbeatControl
[bookmark: _Toc27479733][bookmark: _Toc36025245][bookmark: _Toc44516333][bookmark: _Toc45272652][bookmark: _Toc51754647][bookmark: _Toc90484349]4.3.21.1	Definition
MnS consumers (i.e. notification recipients) use heartbeat notifications to monitor the communication channels between them and data report MnS producers emitting notifications such as notifyNewAlarm and notifyFileReady. 
A HeartbeatControl instance allows controlling the emission of heartbeat notifications by MnS producers. The recipients of heartbeat notifications are specified by the notificationRecipientAddress attribute of the NtfSubscriptionControl instance name containing the HeartbeatControl instance.
Note that the MnS consumer managing the HeartbeatControl instance and the MnS consumer receiving the heartbeat notifications may not be the same.
As a pre-condition for the emission of heartbeat notifications, a HeartbeatControl instance needs to be created. Creation of an instance with an initial non-zero value of the heartbeatNtfPeriod attribute triggers an immediate heartbeat notification emission. Creation of an instance with an initial zero value of the heartbeatPeriod attribute does not trigger an emission of a heartbeat notification. Deletion of an instance does not trigger an emission of a heartbeat notification.
Once the instance is created, heartbeat notifications are emitted with a periodicity defined by the value of the heartbeatNtfPeriod attribute. No heartbeat notifications are emitted if the value is equal to zero. Setting a zero value to a non zero value, or a non zero value to a different non zero value, triggers an immediate heartbeat notification, that is the base for the new heartbeat period. Setting a non zero value to a zero value stops emitting heartbeats immediately; no final heartbeat notification is sent.
The attribute triggerHeartbeatNtf allows MnS consumers to trigger the emission of an immediate additional heartbeat notification. The emission of heartbeat notifications according to the heartbeat period is not impacted by this additional notification.
Creation and deletion of HeartbeatControl instances by MnS Consumers is optional; when not supported, the HeartbeatControl instances may be created and deleted by the system or be pre-installed.
The emission of heartbeat notifications is fully controlled by HeartbeatControl instances. Subscription for heartbeat notifications is not supported by NtfSubscriptionControl.


	11th Change


[bookmark: _Toc27479737][bookmark: _Toc36025249][bookmark: _Toc44516337][bookmark: _Toc45272656][bookmark: _Toc51754651][bookmark: _Toc90484353]4.3.22	NtfSubscriptionControl
[bookmark: _Toc27479738][bookmark: _Toc36025250][bookmark: _Toc44516338][bookmark: _Toc45272657][bookmark: _Toc51754652][bookmark: _Toc90484354]4.3.22.1	Definition
NtfSubscriptionControl represents a notification subscription of a notification recipient. It can be name-contained by SubNetwork or ManagedElement.
The scope attribute is used to select managed object instances included in the subscription. The base object instance of the scope (see clause 4.3.23) is the object instance name-containing the NtfSubscriptionControl instance. When the scope attribute is absent, all objects below and including the base object are scoped. The notifications related to the selected managed object instances are candidates to be sent to the address specified by the notificationRecipientAddress attribute.
The notificationType attribute and notificationFilter attribute allow MnS consumers to control which candidate notifications are sent to the notificationRecipientAddress.
If the notificationType attribute is present, its value identifies the notification types that are candidates to be sent to the notificationRecipientAddress. If the notificationType attribute is absent, notifications of all types are candidates to be sent to notificationRecipientAddress.
If supported, the notificationFilter attribute defines a filter that is applied to the set of candidate notifications. The filter is applicable to all parameters of a notification. Only candidate notifications that pass the filter criteria are sent to the notificationRecipientAddress. If the notificationFilter attribute is absent, all candidate notificatios are sent to the notificationRecipientAddress.
To receive notifications, a MnS consumer has to create a NtfSubscriptionControl instance on the MnS producer. A MnS consumer can create a subscription for another MnS consumer since it is not required the notificationRecipientAddress be his own address.
When a MnS consumer does not wish to receive notifications any more the MnS consumer shall delete the corresponding NtfSubscriptionControl instance.
When a subscription is created and the notification scope inludes the created subscription object and the subscribed notification types include notifications reporting object creation (notifyMOICreation or notifyMOIChanges), the first notification sent related to the new subscription shall report the creation of the NtfSubscriptionControl instance. Likewise, when a subscription is deleted and the notification scope inludes the deleted subscription object and the subscribed notification types include notifications reporting object deletion (notifyMOIDeletion or notifyMOIChanges), the last notification sent related to the subscription shall report the deletion of the NtfSubscriptionControl instance.
Creation and deletion of NtfSubscriptionControl instances by MnS consumers is optional; when not supported, the NtfSubscriptionControl instances may be created and deleted by the system or be pre-installed.


	12th Change


[bookmark: _Toc36025269][bookmark: _Toc44516353][bookmark: _Toc45272668][bookmark: _Toc51754663][bookmark: _Toc90484365]4.3.26	AlarmList
[bookmark: _Toc36025270][bookmark: _Toc44516354][bookmark: _Toc45272669][bookmark: _Toc51754664][bookmark: _Toc90484366][bookmark: _Hlk44495617]4.3.26.1	Definition
The AlarmList represents the capability to store and manage alarm records. It can be name-contained by SubNetwork and ManagedElement. The management scope of an AlarmList is defined by all descendant objects of the base managed object, which is the object name-containing the AlarmList, and the base object itself.
AlarmList instances are created by the system or are pre-installed. They cannot be created nor deleted by MnS consumers.
An instance of SubNetwork or ManagedElement has at most one name-contained instance of AlarmList.
When the alarm list is locked or disabled, the existing alarm records are not updated, and new alarm records are not added to the alarm list.


	13th Change


[bookmark: _Toc44516364][bookmark: _Toc45272679][bookmark: _Toc51754674][bookmark: _Toc90484376]4.3.29	Top
[bookmark: _Toc44516365][bookmark: _Toc45272680][bookmark: _Toc51754675][bookmark: _Toc90484377]4.3.29.1	Definition
This IOC is provided for sub-classing only. All information object classes defined in all TS that claim to be conformant to 32.102 [2] and support the Federated Network Information Model (FNIM) concept shall inherit from Top.

	14th Change


[bookmark: _Toc44516369][bookmark: _Toc45272684][bookmark: _Toc51754679][bookmark: _Toc90484381]4.3.30	TraceJob
[bookmark: _Toc44516370][bookmark: _Toc45272685][bookmark: _Toc51754680][bookmark: _Toc90484382]4.3.30.1	Definition
A TraceJob instance represents the Trace Control and Configuration parameters of a particular Trace Job (see TS 32.421 [29] and TS 32.422 [30] for details). It can be name-contained by SubNetwork, ManagedElement, ManagedFunction.
To activate Trace Jobs, a MnS consumer has to create TraceJob object instances on the MnS producer. A MnS consumer can activate a Trace Job for another MnS consumer since it is not required the value of tjTraceCollectionEntityAddress or tjStreamingTraceConsumerUri to be his own.
For the details of Trace Job activation see clauses 4.1.1.1.2 and 4.1.2.1.2 of TS 32.422 [30].
When a MnS consumer wishes to deactivate a Trace Job, the MnS consumer shall delete the corresponding TraceJob instance. For details of management Trace Job deactivation see clauses 4.1.3.8 to 4.1.3.11 and 4.1.4.10 to 4.1.4.13  of TS 32.422 [30].
The attribute tjTraceReference specifies a globally unique ID and identifies a Trace session. One Trace Session may be activated to multiple Network Elements.
The attribute tjTraceRecordSessionReference identifies a Trace Recording Session within a Trace Session. Two different trace sessions could e.g. be caused by two different trigger events.
The attribute tjTraceReportingFormat defines the method for reporting the produced measurements. The selectable options are file-based or stream-based reporting. In case of file-based reporting the attribute tjTraceCollectionEntityAddress is used to specify the IP address to which the trace records shall be transferred, while in case of stream-based reporting the attribute tjStreamingTraceConsumerUri specifies the streaming target.
The mandatory attribute tjTraceTarget determines the target object of the TraceJob. Dependent on the network element to which the Trace Session is activated different types of the target object are possible. The attribute tjPLMNTarget defines the PLMN for which sessions shall be selected in the Trace Session in case of management based activation when several PLMNs are supported in the RAN.
The attribute tjJobType specifies the kind of data to collect. Dependent on the selected type various parameters shall be available. The attributes tjJobType, tjTraceReference, tjTraceRecordSessionReference, tjTraceCollectionEntityAddress, tjTraceTarget and tjTraceReportingFormat are mandatory for all job types. If streaming reporting is selected for tjTraceReportingFormat, tjStreamingTraceConsumerURI shall be present additionally. The attribute tjPLMNTarget shall be present if trace activation method is management based.
For the different job types the attributes are differentiated as follows:
-	In case of TRACE_ONLY additionally the following attributes shall be available: tjListOfNeTypes, tjTraceDepth, and tjTriggeringEvent.
For this case the optional attribute tjListOfInterfaces allows to specify the interfaces to be recorded.
-	In case of IMMEDIATE_MDT_ONLY additionally the following attributes shall be available:
-	tjMDTAnonymizationOfData, 
-	tjMDTListOfMeasurements, 
-	tjMDTCollectionPeriodRrmUmts (conditional for M4 and M5 in UMTS),
-	tjMDTMeasurementPeriodUMTS (conditional for M6 and M7 in UMTS),
-	tjMDTCollectionPeriodRrmLte (conditional for M3 in LTE), 
-	tjMDTMeasurementPeriodLTE (conditional for M4 and M5 in LTE),
-	tjMDTCollectionPeriodM6Lte (conditional for M6 in LTE), 
-	tjMDTCollectionPeriodM7Lte (conditional for M7 in LTE),
-	tjMDTCollectionPeriodRrmNR (conditional for M4 and M5 in NR), 
-	tjMDTCollectionPeriodM6NR (conditional for M6 in NR), 
-	tjMDTCollectionPeriodM7NR (conditional for M7 in NR), 
-	tjMDTReportInterval (conditional for M1 in LTE or NR and M1/M2 in UMTS), 
-	tjMDTReportAmount (conditional for M1 in LTE or NR and M1/M2 in UMTS), 
-	tjMDTReportingTrigger (conditional for M1 in LTE or NR and M1/M2 in UMTS), 
-	tjMDTEventThreshold (conditional for A2 event reporting or A2 event triggered periodic reporting), 
-	tjMDTMeasurementQuantity (conditional for 1F event reporting). 
For this case the optional attribute tjMDTAreaScope allows to specify the area in terms of cells or Tracking Area/Routing Area/Location area where the MDT data collection shall take place and the optional attributes tjMDTPositioningMethod, tjMDTSensorInformation allow to specify the positioning methods to use or the sensor information to include.
-	In case of IMMEDIATE_MDT_AND_TRACE both additional attributes of TRACE_ONLY and IMMEDIATE_MDT_ONLY shall apply.
-	In case of LOGGED_MDT_ONLY additionally the following attributes shall be available: tjMDTAnonymizationOfData, tjMDTTraceCollectionEntityID, tjMDTLoggingInterval, tjMDTLoggingDuration, tjMDTReportType, tjMDTEventListForTriggeredMeasurements.
For this case the optional attribute tjMDTAreaScope allows to specify the area in terms of cells or Tracking Area/Routing Area/Location area where the MDT data collection shall take place, the optional attribute tjMDTPLMNList allows to specify the PLMNs where measurement collection, status indication and log reporting is allowed, the optional attribute tjMDTAreaConfigurationForNeighCell allows to specify the area for which UE is requested to perform measurements logging for neighbour cells which have list of frequencies and the optional attribute tjMDTSensorInformation allows to specify the sensor information to include.
-	In case of RLF_REPORT_ONLY and RCEF_REPORT_ONLY the optional attribute tjMDTAreaScope allows to specify the eNB or list of eNBs or gNB or list of gNBs where the reports should be collected.
-	In case of LOGGED_MBSFN_MDT additionally the following attributes shall be available: tjMDTAnonymizationOfData, tjMDTLoggingInterval, tjMDTLoggingDuration, tjMDTMBSFNAreaList.
Reporting of measurements and messages can be periodical, event triggered or event triggered periodic depending on the selected job type. 
- 	For trace the reporting is event based, where the triggering event is configured with attribute tjTriggeringEvent. For each triggering event the first and last message (start/stop triggering event) to record  are specified.
- 	For immediate MDT, the reporting is dependent on the configured measurements: 
-	For measurement M1 in LTE or NR, it is possible to select between periodical, event triggered, event triggered periodic reporting or reporting according to all configured RRM event triggers. For M1 and M2 measurement in UMTS, it is possible to select between periodical, event triggered reporting or reporting according to all configured RRM event triggers. Parameter tjMDTReportingTrigger determines which of the reporting methods is selected and in case of event triggered or event-triggered periodic, which is the decisive event type. For periodical reporting, parameters tjMDTReportInterval and tjMDTReportAmount determine the interval between two successive reports and the number of reports. This means the periodical reporting terminates after tjMDTReportAmount reports have been sent as long as tjMDTReportAmount is configured with a value different from infinity. For event-triggered periodic reporting, these two parameters apply in addition to parameter tjMDTEventThreshold which determines the threshold of the event. In this case up to tjMDTReportAmount reports are sent with a periodicity of tjMDTReportInterval after the entering condition is fulfilled. The reporting is stopped, if the leaving condition is fulfulled and is restarted if the configured event reoccurs. For event based reporting, there is only one report sent after the event occurs. The parameters to configure are tjMDTReportingTrigger and tjMDTEventThreshold. In case of UMTS  and 1f event reporting, additionally parameter tjMDTMeasurementQuantity is necessary in order to determine for which measurement(s) the event threshold is applicable.
-	For measurement M2 in LTE or NR, reporting is according to RRM configuration, see TS 38.321 [36], TS 36.321 [37] and TS 38.331 [38], TS 36.331 [39]. For measurement M4 in UMTS, reporting is either according to RRM configuration, see TS 25.321 [40] and TS 25.331 [41] or periodic or event triggered periodic using parameter tjMDTCollectionPeriodRrmUmts and tjMDTM4ThresholdUmts.
-	For measurement M3 in UMTS, the reporting is done upon availability, see TS 37.320 [43].
-	For measurements M4, M5, M6 and M7 in NR, for measurements M3, M4, M5, M6 and M7 in LTE and for measurements M5, M6 and M7 in UMTS periodical reporting is applied. The configurable parameter is the interval between two measurements (tjMDTCollectionPeriodRrmNR, tjMDTCollectionPeriodM6NR, tjMDTCollectionPeriodM7NR, tjMDTCollectionPeriodRrmLte, tjMDTMeasurementPeriodLTE, tjMDTCollectionPeriodM6Lte, tjMDTCollectionPeriodM7Lte, tjMDTCollectionPeriodRrmUmts, tjMDTMeasurementPeriodUMTS). If no collection period is configured for M5 in UMTS, all available measurements are logged according to RRM configuration.
- 	For logged MDT in UMTS and LTE, the reporting is periodical. Parameter tjMDTLoggingInterval determines the interval between the reports and parameter tjMDTLoggingDuration determines how long the configuration is valid meaning after this duration has passed no further reports are sent. In NR, the reporting can be periodical or event based, determined by parameter tjMDTReportType. For periodical reporting the same parameters as in LTE and UMTS apply. For event based reporting, parameter tjMDTEventListForTriggeredMeasurement configures the event type, namely ‘out of coverage’ or ‘L1 event’. In case ‘L1 event’ is selected as event type, the logging is performed according to parameter tjMDTLoggingInterval at regular intervals only when the conditions indicated by tjMDTLoggingEventThreshold, tjMDTLoggingHysteresis, tjMDTLoggingTimeToTrigger (defining the thresholds, hysteresis and time to trigger) are met and if UE is ‘camped normally’ state (TS 38.331 [38], TS 38.304 [42]). In case ‘out of coverage’ is selected as event type, the logging is performed according to parameter tjMDTLoggingInterval at regular intervals only when the UE is in ‘any cell selection’ state. Furthermore, logging is performed immediately upon transition from the ‘any cell selection’ state to the ‘camped normally’  state ( TS 38.331 [38], TS 38.304 [42]).

Creation and deletion of TraceJob instances by MnS consumers is optional; when not supported, the TraceJob instances may be created and deleted by the system or be pre-installed.


	15th Change


[bookmark: _Toc44516374][bookmark: _Toc45272689][bookmark: _Toc51754684][bookmark: _Toc90484386]4.3.31	PerfMetricJob
[bookmark: _Toc44516375][bookmark: _Toc45272690][bookmark: _Toc51754685][bookmark: _Toc90484387]4.3.31.1	Definition
This IOC represents a performance metric production job. It can be name-contained by SubNetwork, ManagedElement, or ManagedFunction.
To activate the production of the specified performance metrics, a MnS consumer needs to create a PerfMetricJob instance on the MnS producer. For ultimate deactivation of metric production, the MnS consumer should delete the job to free up resources on the MnS producer.
For temporary suspension of metric production, the MnS consumer can manipulate the value of the administrative state attribute. The MnS producer may disable metric production as well, for example in overload situations. This situation is indicated by the MnS producer with setting the operational state attribute to disabled. When production is resumed the operational state is set back to enabled.
The jobId attribute can be used to associate metrics from multiple PerfMetricJob instances. The jobId can be included when reporting performance metrics to allow a MnS consumer to associate received metrics for the same purpose.  For example, it is possible to configure the same jobId value for multiple PerfMetricJob instances required to produce the measurements for a specific KPI.
The attribute performanceMetrics defines the performance metrics to be produced and the attribute granularityPeriod defines the granularity period to be applied. 
All object instances below and including the instance name-containing the PerfMetricJob (base object instance) are scoped for performance metric production. Performance metrics are produced only on those object instances whose object class matches the object class associated to the performance metrics to be produced.
The optional attributes objectInstances and rootObjectInstances allow to restrict the scope. When the attribute objectInstances is present, only the object instances identified by this attribute are scoped. When the attribute rootObjectInstances is present, then the subtrees whose root objects are identified by this attribute are scoped. Both attributes may be present at the same time meaning the total scope is equal to the sum of both scopes. Object instances may be scoped by both the objectInstances and rootObjectInstances attributes. This shall not be considered as an error by the MnS producer. 
When the performance metric requires performance metric production on multiple managed objects, which is for example the case for KPIs, the MnS consumer needs to ensure all required objects are scoped. Otherwise a PerfMetricJob creation request shall fail.
The attribute reportingCtrl specifies the method and associated control parameters for reporting the produced measurements to MnS consumers. Three methods are available: file-based reporting with selection of the file location by the MnS producer, file-based reporting with selection of the file location by the MnS consumer and stream-based reporting.
For file-based reporting, all performance metrics that are produced related to a "PerfMetricJob" instance for a reporting period shall be stored in a single reporting file.
When the administrative state is set to "UNLOCKED" after the creation of a "PerfMetricJob" the first granularity period shall start. When the administrative state is set to "LOCKED" or the operational state to "DISABLED", the ongoing reporting period shall be aborted, for streaming the ongoing granularity period. When the administrative state is set back to "UNLOCKED" or the operational state to "ENABLED" a new reporting period period shall start, in case of streaming a new granularity period.
Changes of all other configurable attributes shall take effect only at the beginning of the next reporting period, for streaming at the beginning of the next granularity period.
When the "PerfMetricJob" is deleted, the ongoing reporting period shall be aborted, for streaming the ongoing granularity period.
A PerfMetricJob creation request shall be rejected, if the requested performance metrics, the requested granularity period, the requested repoting method, or the requested combination thereof is not supported by the MnS producer.
Creation and deletion of PerfMetricJob instances by MnS consumers is optional; when not supported, PerfMetricJob instances may be created and deleted by the system or be pre-installed.

	16th Change


[bookmark: _Toc44516379][bookmark: _Toc45272694][bookmark: _Toc51754689][bookmark: _Toc90484391]4.3.32	SupportedPerfMetricGroup <<dataType>>
[bookmark: _Toc44516380][bookmark: _Toc45272695][bookmark: _Toc51754690][bookmark: _Toc90484392]4.3.32.1	Definition
This <<dataType>> captures a group of supported performance metrics, and associated (production and monitoring) granularity periods and reporting methods that are supported for the specified performance metric group.

	17th Change


[bookmark: _Toc90484424]4.3.41	MnsRegistry
[bookmark: _Toc90484425]4.3.41.1	Definition
This IOC is a container for MnsInfo IOC-s. It can be contained only by SubNetwork IOC. A SubNetwork IOC can contain only one instance of MnsRegistry.  
The IOC is instantiated by the system. 

	18th Change


[bookmark: _Toc90484429]4.3.42	MnsInfo
[bookmark: _Toc90484430]4.3.42.1	Definition
This IOC represents an available Management Service (MnS) and provides the data required to support its discovery.  It is name-contained by MnsRegistry.
This information is used by the consumer to discover the producers of specific Management Services and to derive the addresses of the Management Service.
Attributes mnsLabel, mnsType, and mnsVersion are used to describe the Management Service.
Attribute mnsAddress is used to provide addressing information for the Management Service operations.


	End of Change



