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N interface

5.1
Fault Management concept of Itf-N

An operations system on the network management layer (i.e. the NM) provides fault management services and functions required by the 3G operator on top of the element management layer.

The N interface (Itf-N) may connect the network management system either to EMs or directly to the NEs. This is done by means of IRPs. In the following, the term "subordinate entities" defines either EMs or NEs, which are in charge of supporting the N interface.

This clause describes the properties of an interface enabling a NM to supervise a 3G-telecommunication network including - if necessary - the managing EMs. To provide to the NM the fault management capability for the network implies that the subordinate entities have to provide information about:

· events and failures occurring in the subordinate entities;

· events and failures of the connections towards the subordinate entities and also of the connections within the 3G network;

· the network configuration (due to the fact that alarms and related state change information are always originated by network resources, see [1]). This is, however, not part of the FM functionality.

Therefore, for the purpose of fault management the subordinate entities send notifications to a NM indicating:

· alarm reports (indicating the occurrence or the clearing of failures within the subordinate entities), so that the related alarm information can be updated;

· state change event reports, so that the related (operational) state information can be updated. This is, however, not part of the FM functionality.
The forwarding of these notifications is controlled by the NM operator using adequate filtering mechanisms within the subordinate entities.

The Itf-N provides also means to allow the NM operator the storage ("logging") and the later evaluation of desired information within the subordinate entities. 

The retrieval capability of alarm-related information concerns two aspects:

· retrieval of "dynamic" information (e.g. alarms, states), which describes the momentary alarm condition in the subordinate entities and allows the NM operator a synchronisation of its alarm overview data;

· retrieval of "history" information from the logs (e.g. active/clear alarms and state changes occurred in the past), which allows the evaluation of events that may have been lost, e.g. after an Itf-N interface failure or a system recovery.

As a consequence of the requirements described above, both the NM and the subordinate entity must be able to initiate the communication.

5.2
Management of alarm 
reports

5.2.1
Mapping of alarm and related state change event reports

The alarm and state change reports received by the NM relate to functional objects in accordance with the information model of Itf-N. This information model tailored for a multi-vendor capability is different from the information model of the EM-NE interface (if an EM is available) or from the internal resource modelling within the NE (in case of direct NM-NE interface), thus a mapping of alarm and related state change event reports is performed by a mediation function within the subordinate entity.

The mediation function translates the original alarm/state change event reports (which may contain proprietary parameters or parameter values) taking into account the information model of the Itf-N.

If a mediation application function is needed, it works according to the following principles:

· Every alarm notification generated by a functional object in a subordinate entity is mapped to an alarm report of the corresponding ("equivalent") functional object at the Itf-N. If the functional object generating the original alarm notification has not a direct corresponding object at the Itf-N, the mediation functions maps the alarm to the next superior functional object in accordance with the containment tree of the Itf-N.

· Every state change notification generated by a functional object in a subordinate entity is mapped to a state change report of the corresponding ("equivalent") functional object at the Itf-N. If the functional object generating the original state change notification has not a direct corresponding object at the Itf-N, the mediation functions maps the alarm to the next superior functional object in accordance with the containment tree of the Itf‑N.

Every alarm notification generated by a manufacturer-specific, equipment-related object in the subordinate entity is mapped to an alarm report of a generic logical object, which models the corresponding equipment-related resource. 

NOTE:
In some cases a failure or the locking of an equipment-related object implies also the change of the operational state of its corresponding functional object within the NE or EM (if EM is available). The mapping of this state change notification to an alarm or state change notification of the corresponding functional object at the Itf-N is subject of further study.

On the Itf-N the correlation between functional related and the generic logical objects (modeling equipment-related network resources) is performed explicitly by means of a relationship attribute in the functional object class definition.

With regard to the multi-vendor capability of the Itf-N, this mapping concept combines the following requirements:

· Precise information about manufacturer-specific, equipment-related failures for the NM operator in charge of network maintenance (this information is provided in some parameters of alarm reports mapped to the generic logical objects).

· If functionality is affected, an additional alarm report concerning the related functional object is provided for the NM operator in charge of network's quality of service.

If possible, the two types of alarm reports generated by the mediation function shall be correlated.

5.2.2
Real-time forwarding of event reports

If the Itf-N is in normal operation (the NM connection to the subordinate entities is up), alarm reports are forwarded in real-time to the NM via appropriate filtering located in the subordinate entity. These filters may be controlled either locally or remotely by the managing NM (via Itf-N) and ensure that only the event reports which fulfil pre-defined criteria can reach the superior NM. In a multi-NM environment each NM must have an own filter within every subordinate entity which may generate notifications.

5.2.3
Alarm clearing

On the Itf-N, alarm reports containing the value "cleared" of the parameter perceivedSeverity are used to clear the alarms. The correlation between the clear alarm and the related active alarms is performed by means of unambiguous identifiers.

This clearing mechanism ensures the correct clearing of alarms, independently of the (manufacturer-specific) implementation of the mapping of alarms/state change events in accordance with the information model of the Itf-N.

5.3
Retrieval of alarm information

The retrieval of alarm information comprises two aspects:

a) Retrieval of current information


This mechanism shall ensure data consistency about the current alarm information between the NM and its subordinate entities and is achieved by means of a so-called synchronisation ("alignment") procedure, triggered by the NM. The synchronisation is required after every start-up of the Itf-N, nevertheless the NM may trigger it at any time.

b) Logging and retrieval of history information


This mechanism offers to the NM the capability to get the alarm information stored within the subordinate entities for later evaluation.

5.3.1
Retrieval of current alarm information on NM request

The present document defines a flexible, generic synchronisation procedure, which fulfils the following requirements:

· The alarm information provided by means of the synchronisation procedure shall be the same (at least for the mandatory parameters) as the information already available in the alarm list. The procedure shall be able to assign the received synchronisation-alarm information to the correspondent requests, if several synchronisation procedures triggered by one NM run at the same time.

· The procedure shall allow the NM to trigger the start at any time and to recognise unambiguously the end and the successful completion of the synchronisation.

· The procedure shall allow the NM to discern easily between an "on-line" (spontaneous) alarm report and an alarm report received as consequence of a previously triggered synchronisation procedure.

NOTE:
This requirement is for further investigation.
· The procedure shall allow the NM to specify filter criteria in the alignment request (e.g. for a full network or only a part of it.

· The procedure shall support connections to several NM and route the alignment-related information only to the requesting NM.
· During the synchronisation procedure new ("real-time") alarms may be sent at any time to the managing NM.

If applicable, an alarm synchronisation procedure may be aborted by the requesting NM. (This requirement is for further investigation.



· 
· 
· 
5.3.3
Logging and retrieval of alarm history information on NM request

The alarm history information may be stored in the subordinate entities in dependence on the NM requirements. The NM is able to create logs for alarms reports and to define the criteria for storage of alarm information according to [11].


· 
· 


5.4
Co-operative alarm acknowledgement on the Itf-N

The acknowledgement of an alarm is a maintenance function that aids the operators in his day to day management activity of his network.  An alarm is acknowledged by the operator to indicate he has started the activity to resolve this specific problem. In general a human operator performs the acknowledgement, however a management system (NM or EM) may automatically acknowledge an alarm as well.

The alarm acknowledgement function requires that:

a) All involved OSs have the same information about the alarms to be managed (including the current responsibility for alarm handling).

b) All involved OSs have the capability to send and to receive acknowledgement messages associated to previous alarm reports.

A co-operative alarm acknowledgement means that the acknowledgement performed at EM layer is notified at NM layer and vice versa, thus the acknowledgement-related status of this alarm is the same across the whole management hierarchy. 

The co-operative alarm acknowledgement on Itf-N shall fulfil the following requirements:

· Acknowledgement messages may be sent in both directions between EMs and NM, containing the following information:

· Correlation information to the alarm just acknowledged. -
Acknowledgement history data, including the current alarm state (active | cleared), the time of alarm acknowledgement and, as configurable information, the management system (EM | NM) and the operator in charge of acknowledgement (the parameter operator name or, in case of auto-acknowledgement, a generic system name).

· Acknowledgements notifications sent to NM shall be filtered with the same criteria applied to the alarms.

· 
· 

· Taking into account the acknowledgement functionality, the above described synchronisation procedure for retrieval of current alarm information on NM request may be extended. Additionally to the requirements defined in subclause 5.3.1, this extended synchronisation procedure relates not only to the active, but also to the "cleared and not acknowledged" alarms, which have still to be managed by the EM.

5.5
Overview of IRPs related to fault management

The N interface is built up by a number of IRPs. The basic structure of the IRPs is defined in [2] and [3].

For the purpose of Fault Management the following IRPs are needed:

· Alarm IRP, see part 2.
· Notification IRP, see [1].
· Log IRP 
(NOTE:
This IRP is not  part of Release 1999. In consequence with this the requirements concerning the log functionality is not valid for Release 1999.)
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State management over the Itf-N should only be defined in the TS 32.106 
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This should be aligned with CM in general, and the NRM in particular!
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The reference to 5.1.2 is not valid and the requirement will not be supported in R99, our proposal is to remove this text.


�PAGE \# "'Page: '#'�'"  ��


This text is hard to understand for the first time reader, and the requirement has been “lost” during the development of the IRPs. From these reasons we propose that this removed fromRelease 1999.
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