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Foreword

This Technical Report has been produced by the 3rd Generation Partnership Project (3GPP).

The contents of the present document are subject to continuing work within the TSG and may change following formal TSG approval. Should the TSG modify the contents of the present document, it will be re-released by the TSG with an identifying change of release date and an increase in version number as follows:

Version x.y.z

where:

x
the first digit:

1
presented to TSG for information;

2
presented to TSG for approval;

3
or greater indicates TSG approved document under change control.

y
the second digit is incremented for all changes of substance, i.e. technical enhancements, corrections, updates, etc.

z
the third digit is incremented when editorial only changes have been incorporated in the document.

Introduction
During Release 12, use cases and requirements on IMS-based telepresence were introduced by SA1 into TS 22.228 to enable telepresence support in IMS applications. In TS 22.228, telepresence is defined as a conference with interactive audio-visual communications experience between remote locations, where the users enjoy a strong sense of realism and presence between all participants (i.e., as if they are in same location) by optimizing a variety of attributes such as audio and video quality, eye contact, body language, spatial audio, coordinated environments and natural image size. A telepresence system is defined as a set of functions, devices and network elements which are able to capture, deliver, manage and render multiple high quality interactive audio and video signals in a telepresence conference. An appropriate number of devices (e.g. cameras, screens, loudspeakers, microphones, codecs) and environmental characteristics are used to establish telepresence. 

The core network aspects of IMS-based telepresence have been addressed by the CT groups (CT1, CT3, CT4), including incorporation of new tools into IMS as defined by IETF’s ControLling mUltiple streams for tElepresence (CLUE) WG (see more from: https://datatracker.ietf.org/wg/clue/charter/) that achieves media advertisement and configuration to facilitate controlling and negotiating multiple spatially related media streams in an IMS conference supporting telepresence, taking into account capability information, e.g., screen size, number of screens and cameras, codecs, etc., so that sending system, receiving system, or intermediate system can make decisions about transmitting, selecting, and rendering media streams.
This present document provides a study of media handling aspects of IMS-based telepresence in 3GPP services. This includes identification of codec-level technical gaps for a telepresence UE (TP UE), which is expected to not only support Multimedia Telephony Service for IMS (MTSI) UE media handling capabilities [2], but also more advanced media handling capabilities. Other SA4-level media handling aspects such as media configuration and session control, data transport, media adaptation, QoS handling and interworking with MTSI are also studied.
EDITOR’S NOTE: Consistency of terminology on IMS conference needs to be checked 
1
Scope

This Technical Report provides a study on the media handling aspects of IMS-based telepresence in 3GPP services. This includes the investigation of the following areas:

· Media codecs (speech, video, real-time text) for IMS-based telepresence 

· Media configuration including session setup and control procedures for IMS-based telepresence, and media provisioning aspects of capability negotiation based on SDP and CLUE protocols, etc.

· Set-up and control of the individual media streams between clients including interactivity, such as adding and dropping of media components, as well as end-to-end QoS handling, etc. for IMS-based telepresence

· Data transport including usage of RTP / RTCP protocols, RTP profiles, RTP payload formats, RTP mapping, media synchronization, etc. for IMS-based telepresence, e.g., in relation to negotiation and establishment of the CLUE data channel, and exchange of CLUE ADVERTISEMENT and CONFIGURE messages
· Requirements and guidelines for media adaptation in IMS-based telepresence, for example in response to changes of network bandwidth
· Media handling requirements and guidelines for fixed-mobile interworking as well as interworking with MTSI and with GSMA’s IMS profile on High-Definition Video Conference (HDVC) service in IR.39 

The gap analysis of the above areas and associated recommendations and conclusions for the proposed improvements are documented in this Technical Report. Study and evaluation of end-to-end quality of experience (QoE) for IMS-based telepresence use cases for various codec, media handling and QoS configurations are also presented. 

EDITOR’S NOTE: Text suitability for informative TR, when referring to existing requirements (e.g. use of “shall” and “requirement”), needs to be checked.
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3
Definitions, symbols and abbreviations
3.1
Definitions

Conference: An IP multimedia session with two or more participants. Each conference has a "conference focus". A conference can be uniquely identified by a user. Examples for a conference could be a Telepresence or a multimedia game, in which the conference focus is located in a game server.
Telepresence: A conference with interactive audio-visual communications experience between remote locations, where the users enjoy a strong sense of realism and presence between all participants by optimizing a variety of attributes such as audio and video quality, eye contact, body language, spatial audio, coordinated environments and natural image size.

Telepresence System: A set of functions, devices and network elements which are able to capture, deliver, manage and render multiple high quality interactive audio and video signals in a Telepresence conference. An appropriate number of devices (e.g. cameras, screens, loudspeakers, microphones, codecs) and environmental characteristics are used to establish Telepresence.

3.2
Abbreviations

For the purposes of the present document, the abbreviations given in TR 21.905 [1] and the following apply:

NOTE:
An abbreviation defined in the present document takes precedence over the definition of the same abbreviation, if any, in TR 21.905 [1].
AAC-LD
Advanced Audio Coding – Low Delay
BFCP
Binary Floor Control Protocol
CLUE
ControLling mUltiple streams for tElepresence
DCEP
Data Channel Establishment Protocol
DTLS
Datagram Transport Layer Security
GSMA
Groupe Speciale Mobile Association
HDVC
High Definition Video Conference
ICE
Interactivity Connectivity Establishment
MTSI
Multimedia Telephony Service for IMS
NAT
Network Address Translation
SCTP
Stream Control Transmission Protocol
SDP
Session Description Protocol
TP
Telepresence

4
Overview of IMS-based Telepresence in 3GPP

4.1
Introduction
During Release 12, IMS-based telepresence was introduced by SA1 in 3GPP services, and core network aspects were specified by the CT groups. This section provides an overview of IMS-based telepresence in 3GPP.
4.2
Service Aspects
4.2.1
Overview
The use cases and requirements on IMS-based telepresence were introduced during Release 12 into TS 22.228 [3] to enable telepresence support in IMS applications. 
In TS 22.228, telepresence is defined as a conference with interactive audio-visual communications experience between remote locations, where the users enjoy a strong sense of realism and presence between all participants (i.e., as if they are in same location) by optimizing a variety of attributes such as audio and video quality, eye contact, body language, spatial audio, coordinated environments and natural image size. A telepresence system is defined as a set of functions, devices and network elements which are able to capture, deliver, manage and render multiple high quality interactive audio and video signals in a telepresence conference. An appropriate number of devices (e.g. cameras, screens, loudspeakers, microphones, codecs) and environmental characteristics are used to establish telepresence.
In order to provide a "being there" experience for conversational audio and video session between remote locations, where the users enjoy a strong sense of realism and presence, capabilities and preferences need to be co-ordinated and negotiated between local and remote participants such as:
-
audio and video spatial composition information; e.g., spatial relationship of two or more objects (audio/video sources) in the same room to allow for accurate reproduction on the receiver side

-
capabilities of cameras, screens, microphones and loudspeakers, and their relative spatial relationships

-   meeting description, such as view information, language information, participant information, participant type, etc.
4.2.2
Use Case
In the scenario below depicted in Figure 4.1, a project team has one of their weekly reporting meetings using a Telepresence conference. Steven, John and Marc are in a meeting room in San Francisco. Fred and Liu are in another room in Paris. Ted is on the road and joins using his mobile phone. Bill is at home and joins using his PC. Both meeting rooms are equipped with multiple cameras and large screen monitors. Three cameras and screens are arranged to provide a panoramic view of the room. Additional cameras and screens are used to share presentations among the participants.

Multiple video streams are shared along with additional information (e.g. spatial information, video resolution, and environmental), so that the user experience is as if they are in same location. Audio information (e.g. spatial information) is exchanged to facilitate the rendering of the audio in accordance with the rendering of the video. Users in the meeting enjoy a strong sense of realism and presence between all participants.
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Figure 4.1 – Telepresence
In the scenario depicted in Figure 4.2, participants may be from different operator’s networks, or from enterprise networks. In such cases, IMS-based Telepresence has interconnection with Telepresence in other networks.
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Figure 4.2 – Interconnection of Telepresence
4.2.3
Requirements from TS 22.228
-   The IMS shall provide the capability for IP multimedia applications to exchange information about negotiated media components so that a sending system, receiving system, or intermediate system can make decisions about transmitting, selecting, and rendering media streams (e.g., decide which video stream is to be displayed on the left screen or how audio stream is to be rendered on the loudspeaker to maintain the spatial effect if multiple media streams are exchanged).
-   A user participating in a Telepresence session shall be able to indicate which source to receive from a list of sources (e.g. a user may want the media from camera x, or might want the source chosen by a Voice Activity Detection system). This may occur during session establishment, or at anytime during the session.

-
A user participating in a Telepresence session shall be able to choose the way received media is composed (e.g. a user may choose a specific camera from the far end, or may want the media to be shown as Picture in Picture).

-
A user participating in a Telepresence session shall be able to communicate with others using different types of UEs in the same Telepresence session (e.g. mobile phone, laptop/pc, conference room with a different number of cameras and screens).
-
A designated user participating in a Telepresence session shall be able to manage the Telepresence session (e.g. launch a session, manage floor control, etc).

-
A user participating in a Telepresence session shall be able to engage in presenting (e.g. slide or media sharing) in real-time.
-
A user shall be able to participate in a Telepresence session from a voice only device.

-
A user participating in a Telepresence session shall be able to have the same experience whether the Telepresence session is in the same operator network or across networks belonging to different operators.

-
A user on network operator A shall be able to participate in the Telepresence session initiated by a user on an enterprise network or a user on network operator B.

-
A user on network operator A shall be able to initiate a Telepresence session with other participants from an enterprise network or network operator B.

-    Interworking between IMS-based Telepresence and other non-3GPP network provided Telepresence shall be supported (e.g. enterprise Telepresence).
-    A UE using CS voice shall be able to participate in a Telepresence session.

-   The interconnection between an operator and Enterprise should be via a QoS-enabled IP connection.
4.3
Core Network Aspects
The core network aspects of IMS-based telepresence have been addressed by the CT groups, including incorporation of new tools into IMS as defined by IETF’s ControLling mUltiple streams for tElepresence (CLUE) WG (see more from: https://datatracker.ietf.org/wg/clue/charter/) [8]-[13] that achieves media advertisement and configuration to facilitate controlling and negotiating multiple spatially related media streams in an IMS conference supporting telepresence, taking into account capability information, e.g., screen size, number of screens and cameras, codecs, etc., so that sending system, receiving system, or intermediate system can make decisions about transmitting, selecting, and rendering media streams. With the establishment of the CLUE data channel, the participants have consented to use the CLUE protocol mechanisms to determine the capabilities of the each of the endpoints with respect to multiple streams support, via the exchange of an XML-based data format. The exchange of CLUE messages of each participant's "advertisement" and "configure" is to achieve a common view of media components sent and received in the IM session supporting telepresence. 
Enabling telepresence support involves updating and enhancing the existing IMS procedures for point-to-point calls as specified in 3GPP TS 24.229 [4] and for multiparty conferences as  specified 3GPP TS 24.147 [5]. This has been addressed in a new specification, TS 24.103 [6], which incorporates the CLUE framework with the Session Initiation Protocol (SIP), Session Description Protocol (SDP) and Binary Floor Control Protocol (BFCP) to facilitate controlling multiple spatially related media streams in an IM session supporting telepresence.  
In [6], CT1 specifies procedures to deal with multiple spatially related media streams according to the CLUE framework to support telepresence and to interwork with IM session as below:

1)
Initiation of telepresence using IMS, which includes an initial offer/answer exchange establishes a basic media session and a CLUE channel, CLUE exchanges to "advertisement" and "configure" media components used in the session, then followed by an SDP offer/answer in Re-INVITE request to complete the session establishment (see more for the general idea in draft-ietf-clue-framework [8]);

2)
Release or leaving of an IM session supporting telepresence, which needs remove the corresponding CLUE channel;
3)
Update of an ongoing IM session supporting telepresence, triggered by CLUE exchanges modifying existing CLUE information. For example: a new participant at an endpoint may require the establishment of a specific media stream;
4)
Presentation during an IM session supporting telepresence, which may also be initiated by the exchange of CLUE messages and possibly need an updated SDP offer/answer and activation of BFCP for floor control; and

5)
Interworking with normal IM session, this is to let the normal IMS users be able to join telepresence using IMS.
5
Gap Analysis on Media Handling Aspects of IMS-based Telepresence
EDITOR’S NOTE: Depending on the identified technical gaps, TR content is to be reorganized with dedicated sections created for specific topics, e.g., codecs, interworking, QoE, etc.
5.1

Media Handling Aspects of CLUE
5.1.1
Introduction on CLUE
CLUE, under development in IETF, is used to advertise and configure audio and video components comprising the media flows in an IM session supporting telepresence, see more from: https://datatracker.ietf.org/wg/clue/charter/ [8]-[13]. A data channel for CLUE message is negotiated via the first INVITE message when creating an IM session supporting telepresence. With the establishment of that channel, the participants have consented to use the CLUE protocol mechanisms to determine the capabilities of the each of the endpoints with respect to multi-stream support, via the exchange of an XML-based data format. The following exchange of CLUE messages of each participant's "advertisement" and "configure" is to achieve a common view of media components sent and received in the IM session supporting telepresence. A corresponding SDP offer/answer may be needed to establish the media streams based on the user's choice in CLUE messages.
A Telepresence (TP) UE is expected to support CLUE while an MTSI UE is not, and therefore all media handling aspects relevant for enabling or enhancing CLUE support are relevant for this study.
While TS 24.103 [6] addresses IMS aspects of telepresence at a core network level, 3GPP-based media handling requirements and features for a TP UE with regards to the usage of CLUE have not been established. The following gaps are observed.    

5.1.2
Media Handling Requirements for TP UE
5.1.2.1
Data Channel for CLUE Messages
The exchange of CLUE messages requires a data transport channel over DTLS/SCTP (Datagram Transport Layer Security / Stream Control Transmission Protocol) [14] negotiated via the initial SDP offer and answer, and usage of the Data Channel Establishment Protocol (DCEP) in order to open the CLUE data channel based on a SCTP stream in each direction. Therefore a TP UE needs to support these protocols over the user plane, while the MTSI client protocol stack depicted Figure 4.3 of TS 26.114 currently lacks these capabilities. 
The non-media data conveyed over a data channel is handled by using SCTP encapsulated in DTLS. Furthermore, Using DTLS over UDP in combination with ICE enables middle box traversal in IPv4 and IPv6 based networks. This data transport service operates in parallel to the RTP media transport, and all of them can be eventually share a single transport-layer port number.

The layering of protocols for data channel is shown in the following Figure 5.1.
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Figure 5.1: Protocol stack of data channel

The session setup for data channel transported non-media data can determine: IP address, UDP port number, SCTP port number (the default value is 5000), SCTP protocol identifier (i.e. DTLS/SCTP), media format and additional session parameters.

A TP UE can offer a DTLS/SCTP association together with the media format indicating the use of a data channel in the first SDP offer or subsequent SDP offers. A TP client can further open the data channel via a simple in-band method (i.e. DCEP) to indicate specific non-conversational application (e.g. CLUE protocol) over it.
EDITOR’S NOTE: It should be checked whether the above protocol stack description is aligned with IETF CLUE.
5.1.2.2
RTP / RTCP Level Requirements
No media handling requirements and recommendations on a TP UE have been specified in TS 24.103 with regards to the usage of RTP / RTCP protocols in relation to negotiation and establishment of the CLUE data channel. It is expected that the normative work will address these gaps.

One such example media handling aspect is the use of RTP multiplexing and mapping of RTP streams to CLUE media captures in the context of IMS-based telepresence. Due to the potentially large number of RTP flows required for a TP session involving potentially many endpoints, each of which can have many media captures and media renderers, it is desirable to multiplex multiple RTP media flows onto the same transport address, so to avoid using the port number as a multiplexing point and the associated shortcomings such as NAT/firewall traversal.  The mapping of those RTP flows to the header fields of the RTP packets incurs the large number of possible permutations, and hence it can be beneficial to enable a mapping framework that allows narrowing down the number of possible options that a SIP offer-answer exchange has to consider. Such mappings include CLUE individual encodings to SDP and RTP media streams to SDP. Every m-line representing CLUE encoding must contain a “label” attribute as defined in RFC 4574 [15]. Various recommendations are provided in [13] addressing how RTP and RTCP streams should be encoded and transmitted, and how their relation to CLUE Media Captures should be communicated, and can also be considered for a TP UE in the context of IMS-based telepresence. 

Another example problem to be observed in this context has already been observed in clause 5.8 of TR 24.803 [7], with regards to the creation of RTP streams before the completion of CLUE negotiations. Various solution approaches have also been analyzed, such as the following:

· No media exchanged until completion of CLUE negotiation, i.e.,  hold the basic RTP streams until the completion of CLUE negotiation. Once the CLUE negotiation is completed, SDP may or may not be updated to adapt the transport of CLUE encodings.
· Transfer simple media content, where the initial SDP offer-answer is negotiated with the basic RTP streams, which are configured based on a simple one-screen/one-speaker view of the room. The RTP streams are flowing on after they are established, even though the CLUE negotiation is still in progress. Once the CLUE negotiation is completed, SDP may or may not be updated to adapt the transport of CLUE encodings.
However, no recommendations or detailed comparisons were provided in [7] on this problem. It would be within the scope of this study to devise such recommendations, and provide them as guidelines during the course of normative work.
5.1.3
Guidelines and Examples of SDP and CLUE for Telepresence
In the MTSI context, TS 26.114 provides an extensive set of SDP examples as guidelines to facilitate vendors’ implementations and ensure interoperability. A similar effort is desired for the anticipated normative work on IMS-based telepresence systems, where guidelines and examples of SDP and CLUE can be provided for various scenarios such as the following:

· Interactions of the CLUE protocol, with SDP offer/answer negotiations

· SDP and CLUE examples that demonstrate various standardized features of the CLUE protocol as described in [8], such as grouping, SCTP/DTLS data channel activation, multiplexing of CLUE controlled media, etc.

· Sessions initiated by TP UE or initiated by media gateway

· SDP and CLUE examples when adding, modifying or removing media components, as well as enabling and disabling CLUE during mid-call.

· SDP and CLUE examples for inter-working with other IMS or non-IMS IP networks, including MTSI

5.2

GSMA IR.39 IMS Profile for High Definition Video Conference
5.2.1
Introduction
The IMS Profile for High Definition Video Conference (HDVC) service, documented in the specification IR.39 [16] defines a minimum mandatory set of features that a video communication client and the network are required to implement to guarantee an interoperable, high quality IMS-based video communication service over fixed and mobile access. The HDVC service comprise point-to-point video calls and video conferences with one full duplex audio stream with tight synchronization to one main video stream and another video stream aimed for sharing of for example presentation slides. 

Several mandated or recommended media handling features of GSMA IR.39 could be adopted by a Telepresence (TP) UE toward better interoperating with an HDVC UE. In particular, the following UE capabilities mandated or recommended in this specification constitute a gap with respect to the media handling capabilities of an MTSI UE.

5.2.2
Screen Sharing
It is mandatory for an HDVC UE to support screen sharing by a dedicated video stream, typically using low frame rate and high resolution, similar to what is specified for ITU-T Recommendation H.239 [17].
The screen sharing media is sent from one sender to all participants in a conference. 

The screen sharing media stream is identified in SDP with a video media line placed after the media line for the main video content. The media line uses the attribute “a=content:slides”, as defined in IETF RFC 4796 [18] and shall use the “3gpp_sync_info: No Sync” attribute as defined in section 6.2.6 of 3GPP TS 26.114 [2] to indicate that the stream is not synchronized with the main voice and video streams.  

Accordingly, it is mandatory for an HDVC UE to support the use of a second video stream in point to point video calls and in conferences.

5.2.3
Voice Codecs
Mandatory and recommended voice codec requirements of IR.39 for HDVC UEs contain those in TS 26.114 for MTSI clients using 3GPP access and partially those for MTSI clients using fixed access (there are some additional codecs recommended in TS 26.114 for MTSI clients using fixed access based on TS 181 005). Beyond that, some further requirements on voice codecs are specified in GSMA IR.39 for HDVC UEs. The discussion below provides some of these requirements.

If fullband voice is supported, an HDVC UE of GSMA IR.39 is recommended to support the ITU-T G.719 codec (described in ITU-T G.719 recommendation) [19]. Moreover, an HDVC UE that is not supporting the G.719 codec is mandated to support the AAC-LD codec (described in recommendation ISO/IEC 14496-3:2009) [20].  Furthermore, according to the GSMA IR.39 profile, the entities in the IMS core network that terminate the user plane are mandated support the ITU-T G.719 and the AAC-LD codecs, and transcoding between these codecs.
· G.719 Payload Format Considerations: When an HDVC UE supports G.719, it must also support the G.719 payload format of IETF RFC 5404 [21] according to GSMA IR.39.  

· AAC-LD Payload Format Considerations: When an HDVC UE supports AAC-LD, it must also support the MP4A-LATM payload format of IETF RFC 3016 [22], according to GSMA IR.39. 
5.2.4
Video Codecs
Mandatory and recommended video codec requirements of IR.39 for HDVC UEs contain those in TS 26.114 for MTSI clients, but also some further aspects on video codecs are specified in GSMA IR.39. In particular, GSMA IR.39 specifies optional support for H.264 Main and High Profiles [23] for the HDVC UE and the network. 

5.3

QoE-Related Aspects of Telepresence from ITU-T SG16
EDITOR’S NOTE: Discuss ITU-T requirements on QoE and audio/video parameters for telepresence services including requirements on audio/video delay, quality and synchronization, [24]-[25]. The gap analysis is TBD.
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