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1 Summary
This document gives additional test results for our previous results which are obtained for the performance of GD-FEC described in [1]. For test conditions of streaming services, in the document [1], the RTP protocol was adopted, however, in this document, the FLUTE protocol has been employed for our tests. In addition, based on the Android O.S of mobiles, several device-based tests are performed to compare the performance in terms of complexity and power consumption between two cases: with and without adopting GD-FEC. Experimental results show that the complexity and power consumption of the GD-FEC are not significantly increased but the performance improvement of this method is considerably increased.
2 Test Environments and Procedures
In this document, most procedures and tools utilized for the GD-FEC testing are followed what document [2] described for the device-based tests. And, some testing differences in the procedures and tools utilized in this document and the document [2] are reported in Table 1 below. Note that, in our tests, the original FLUTE protocol specification has been modified to adapt the operation of FLUTE to the delivery of partial files for streaming service. This approach is similar to the method which is proposed in Tdoc S4-AHI324 [3]. 
Figure 1 and Figure 2 depict the test procedures and media formats used in our tests, respectively. Other test condition settings are as follow:
· Loss model: Markov 3 Km/h with 5%, 10%, and 20% BLER losses

· FLUTE file segment duration: 2 sec.

· Number of segments (time = 30 sec): 15

· FLUTE FEC: RS with redundancy ratio : 20%, 50%, and 70%

· Segmented source size : 2Mbytes (total source file size : 30 Mbytes)
· Encoded multimedia data group (EMDG) = 1 GoP (Group of Picture of a video sequence)

· GD-FEC encoding group (GDEG) length, L = 4

· Total media data size in a EMDG = 536 Kbyte (30 Mbyte/ 56 GoPs)

· GD-FEC target source data size in a EMDG = 10 Kbyte
· GD-FEC redundancy amounts = 400% (4 times of the original source).

Table 1. Test difference between this document and S4-AHI303
	
	S4-AHI303
	This document

	Target device
	Sam Sung Galaxy S2
	Sam Sung Nexus S 
(OS version: 4.1.1)

	Storage for source media (sd card)
	Network2SD
	ADB ‘push’ command

	The name of decoding program
	ld_decoder
	GD_decoder

	Evaluation program
	Busybox
	Linux Shell ‘top’ Command
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Figure 1. Device-based GD-FEC test procedures
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Figure 2. GD-FEC Test media format
 Table 2 shows the test cases evaluated in our tests. It should be noted that the test case 3 is the worst case because the amount of the FLUTE FEC redundancy in this case is the same with that of the loss rate and is not enough to restore the source in burst loss model like Markov loss model. 

Table 2. Test Cases for GD-FEC
	
	FLUTE FEC redundancy
	Loss Model

	Test case 1
	20%
	Markov 3 Km/h, 5%

	Test case 2
	20%
	Markov 3 Km/h, 10%

	Test case 3
	20%
	Markov 3 Km/h, 20%

	Test case 4
	50%
	Markov 3 Km/h, 10%

	Test case 5
	50%
	Markov 3 Km/h, 20%

	Test case 6
	70%
	Markov 3 Km/h, 20%


3 Test Results
In order to evaluate the performance of GD-FEC in terms of complexity and power consumption, we estimate the CPU utilization and occupied memory size required by the GD-FEC. In the two cases of with and without adopting GD-FEC, the device-based test results which are obtained for the CPU utilization and occupied memory size are given in Table 3 and the following bullets:
· End-to-end delay = L (e.g., 4 groups) cf. no GD-FEC: L=0

· Encoding delay = L (e.g., 4 groups)

· Decoding delay = 0

· Terminal CPU utilization = measured data (see Table 3.)

· Terminal memory occupied = measured data (see Table 3.)

Table 3. Device-based test results for GD-FEC in terms of CPU utilization and occupied Memory size
	
	Test Item
	Without-GD-FEC 
	With-GD-FEC 

	Test case 1
	CPU
	31%
	31%

	
	Memory (Kbytes)
	31,420
	31,494

	Test case 2
	CPU
	60%
	60%

	
	Memory (Kbytes)
	31,405
	30,426

	Test case 3
	CPU
	61%
	62%

	
	Memory (Kbytes)
	31,468
	31,703

	Test case 4
	CPU
	29%
	29 %

	
	Memory (Kbytes)
	31,201
	31,426

	Test case 5
	CPU
	41%
	44%

	
	Memory (Kbytes)
	31,402
	31,569

	Test case 6
	CPU
	32%
	32%

	
	Memory (Kbytes)
	31,440
	31,537


The test results show that there are no significant differences in the CPU utilization and UE’s occupied memory between the two cases of with and without adopting GD-FEC. The reasons of these results are as follow:

· For the CPU utilization: The amount of GD-FEC decoding source itself is relatively small. Thus, the decoding burden of GD-FEC is also small. 
· UE’s occupied memory: The buffering for the GD-FEC decoding is not additionally required but can be naturally performed using the display buffer of streaming systems; this is because the display buffer of a streaming system is naturally covering GD-FEC  buffer and thus, no additional physical memory for the GD-FEC decoding is needed. Note that in this case, the display buffer is required since the speed of network delivery is much faster than the speed of media display. 
Table 4 shows the successful restoration rates for the GD-FEC target source. In this test, the total number of GD-FEC target source is 56. When GD-FEC is adopted, the restoration rate is perfect in this test because the amount of redundancy is enough (e.g., 400%).
4 Conclusion
Several test results of our device-based testing are reported in this document for evaluating the performance of GD-FEC. In these tests, the FLUTE protocol which is modified to adapt to the delivery of partial files for streaming service has been employed. The test results illustrate that the complexity and power consumption of GD-FEC are not significantly increased but the performance improvement is considerably increased.

Table 4. Test cases for GD-FEC restore performance in terms of GD-FEC target source successful restoration rates)
	
	Without-GD-FEC 

No. Pkts(Success rates)
	With-GD-FEC 

No. Pkts (Success rates)

	Test case 1
	55 (98%)
	56 (100%)

	Test case 2
	53 (94%)
	56 (100%)

	Test case 3
	42 (75%)**
	56 (100%)

	Test case 4
	56 (100%)
	56 (100%)

	Test case 5
	54 (96%)
	56 (100%)

	Test case 6
	54 (96%) 
	56 (100%)
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