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1 Introduction
During EVS SWG sessions at SA4#52 (Paris), the topic of so-called “bit-stream interoperability” as it relates to the EVS study item and codec requirements for EVS was discussed at length.  This document describes why interoperability of conversational voice services in a packet switched network, especially one using VoIP and/or MTSI, is neither a property of a codec, nor is it guaranteed solely through requirements on a new codec introduced in those networks.  Rather, it is a capability of a system as a whole that is provided by protocols, network infrastructure, terminals, codecs, and the interactions of all of these elements.  As such, interoperability needs to be designed into the system as a whole, and it cannot be guaranteed by requirements on a codec alone.

2 Terminology

2.1 Definitions
The following terminology is used in this document according to the following definitions:
· Compatibility:  Capability of two or more items or components of equipment or material to exist or function in the same system or environment without mutual interference [1].

· Interoperability:  The ability of systems... to provide services to and accept services from other systems... and to use the services so exchanged to enable them to operate effectively together [1].

· Interworking Function:  Mechanisms that mask differences in physical, link, and network technologies by converting (or mapping) states and protocols into consistent network and user services [1].

· Transcoding:  The direct digital-to-digital conversion from one encoding scheme, such as voice LPC-10, to a different encoding scheme without returning the signals to analog form [1].

· Transcoder-Free Operation (TrFO):  Interoperation achieved without conversion of encoding scheme.
2.2 Interoperability and interworking functions

Based on these definitions, interoperability can be segmented into two mutually exclusive categories:  interoperability with interworking functions and interoperability without interworking functions.  Interoperability with interworking functions may involve transcoding, but is also possible without transcoding (e.g., using a so called “bit-stream interoperable” or “bit-stream compatible” mode).  Interoperability without interworking functions cannot involve transcoding since transcoding is a conversion mechanism and, by definition, is thus one type of interworking function.
2.3 Backward Interoperability and Bit-stream compatibility
The source fully supports backward interoperability of all new terminals with legacy terminals and services.  However, the term “bit-stream interoperable” is misleading when used to describe a codec’s ability “to provide and accept services” in cooperation with another codec.  It suggests the codec itself is enough to guarantee interoperability.  However, as will be shown below, interworking is necessary to establish communications between codecs unless they are in fact the same codec.  Therefore the term “bit-stream compatible” should be preferred over “bit-stream interoperable” and will be used in the remainder of this document.  Based on the above definitions, “bit-stream compatible” more accurately suggests that the technology does not present any obstacles to achieving interoperation (“components...function in the same system…without mutual interference”), without suggesting that the ability to interoperate (“provide and accept services from other systems”) is somehow innate in the codec.

3 Two-Party Calls
For the purposes of illustration, this following discussion assumes that eventually a new voice codec for EVS, hereafter referred to as "the EVS codec,” will be standardized by 3GPP.  It is assumed that new clients supporting the EVS codec will interoperate with each other using that codec.  Thus, interoperation is discussed between an EVS terminal and a pre-EVS terminal only.

AMR is required for all 3GPP terminals supporting Releases prior to Release 9. Starting with Release 7, AMR-WB is required for terminals offering wideband speech communication [2].  If we consider the fact that current 3GPP terminals continue to support GSM, it is safe to expect that Release 9 and later terminals generally will continue to support GSM and earlier releases for some time to come.  Nevertheless, in this section we consider the two cases of whether legacy support is continued in EVS terminals.
3.1 Interoperation if the EPS terminal does support legacy codecs
First we consider the case when an EVS terminal supports the legacy codecs.  This is the most likely scenario, and the current draft of TR 22.813 [3] indicates in Section 4.3 that it is not intended that the EVS codec will displace support for legacy codecs.

When an EVS terminal calls a legacy terminal, the newer terminal can offer (e.g., in SIP/SDP codec negotiation) the legacy codec and the EVS codec if it supports it. In this case, the legacy terminal – having no knowledge of the EVS codec – will respond by accepting one of the legacy codecs, and TrFO communication will be successfully established using the preferred legacy codec.
Likewise, if the legacy terminal initiates the call, it will offer only the legacy codecs and the EVS terminal will respond by accepting one of these legacy codecs. A TrFO call is thus established using the legacy codec.
In either variation of this scenario, TrFO interoperation is achieved with a legacy codec since one of the terminals does not support the EVS codec.  Note that the bit-stream compatible mode of the EVS codec (if it has one) is not selected or used, nor is any other mode of the EVS codec.
3.2 Interoperation if the EPS terminal does not support legacy codecs

If support for the legacy codecs is not mandated in EVS terminals, then it is possible that the terminal on EPS does not support the legacy codecs.  This is considered by the source to be an unlikely scenario, but it is considered here for completeness.

When an EVS terminal without legacy codec support calls a legacy terminal, it may offer the EVS codec (e.g., in SIP/SDP negotiation) if it supports it.  In this case, since the legacy terminal has no knowledge of the EVS codec, some interworking function is required to enable communication.  Therefore, the legacy terminal will negotiate with a network entity, such as a media gateway, to use one of its supported codecs.  Likewise, the EPS terminal will negotiate with the network entity to use the EVS codec.  A similar situation results if the call originates from the legacy terminal.

If the EVS codec is bit-stream compatible with a legacy codec, interworking might be possible without transcoding.  This may have some advantages over transcoding, but still requires infrastructure support as shown in Figure 1.  The same figure applies regardless of whether transcoding is needed.  Note that the interworking function, including those in legacy networks, must be upgraded to support the EVS codec, regardless of whether it is bit-stream compatible with a legacy format.  In other words, if a terminal supporting the EVS codec but not legacy codecs roams into a true legacy network (i.e., no upgrades at all to support the new codec), then the call cannot be continued regardless of bit-stream compatibility.
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4 Multi-party Calls (Conferencing)

As in Section 3, it is assumed in this section that a new voice codec, the “EVS codec,” eventually will be standardized by 3GPP, and EPS terminals supporting the EVS codec will interoperate with each other using that codec.  It is further assumed that support of legacy codecs will be required in EPS terminals, since this is the most likely case as indicated in Section 3.1.
4.1 Conferencing with a mix of EPS and legacy terminals

Figure 2 illustrates the scenario under consideration.  Since the issues pertaining to more than one legacy terminal are well understood in terms of today’s networks, this illustration easily extends without loss of generality to situations involving more than three terminals.
As can be seen in the figure, each terminal receives a different signal since each receives the sum of the other two talkers.  Since mixing must be done in the PCM domain, the stream from each user coming into the MCU must be decoded, and the MCU must separately encode the different streams being sent to each conference participant.  Since each participant is matched to an independent encoder, each terminal can, and should, negotiate its preferred codec with the MCU.  In the scenario depicted in Figure 2, the negotiations for User A and User B will each result in the use of the EVS codec.  By contrast, the negotiation for User C’s terminal will result in the use of AMR or AMR-WB.
Since each terminals output must be fully decoded by the MCU for mixing, and terminals using the EVS codec will be decoded by the EVS codec (as per the negotiation described above), bit-stream compatibility is again not utilized in this conferencing scenario.
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4.2 Comments on “intelligent mixing”

In Section 4.1, it is argued that bit-stream compatibility is not used in a multi-party conferencing scenario.  However, the argument hinges on the need for the MCU to fully decode each incoming stream to PCM in order to mix the signals from the participants.  The full decoding to PCM means that bit-stream characteristics of the EVS codec are not relevant since the bit-stream is only decoded by the EVS codec and never passed on to a legacy terminal.

An alternative would be to accomplish the mixing without fully decoding by mixing in the parameter domain.  Such mixing, sometimes called “intelligent mixing,” is non-trivial and it is questionable whether mixing in this form would not introduce degradations that overwhelm the benefit being sought.  Certainly without evidence supporting high quality intelligent mixing and a thorough analysis of the practicality of such technology, setting requirements based on the possibility of intelligent mixing is premature.

5 Hand-offs
Verbal comments made during EVS SWG session at SA4#52 suggested that bit-stream compatibility can be of some advantage during hand-offs.  Since no written contributions have been offered on this topic (through SA4#52), we must hazard a guess as to the origin of this alleged advantage.  It is certainly not immediately obvious to the source that such an advantage exists, nor why it is believed to exist.  However, due to the nature of bit-stream compatibility, we make the assumption that these comments are referring to hand-offs from E-UTRAN access, where presumably the EVS codec is in use, to a legacy circuit switched access network, such as UTRAN/GERAN.  This is the only type of hand-off considered here because it is assumed that a hand-off between two E-UTRAN access networks or from E-UTRAN to another VoIP-enabled access network will not need to evoke the bit-stream compatibility property of a codec since the data stream can be continued without modification.
Specifically, we consider the Single Radio Voice Call Continuity (SRVCC) specification given in TS 23.216 that specifies how to handle a VoIP to CS hand-over (e.g., E-UTRAN to GERAN) [4]. Although it is not clear from this specification whether codec issues have been taken into consideration, we still can gain insights from the hand-off call flow for SRVCC from E-UTRAN presented in Section 6.2.2 of TS 23.216.  In particular, step 10 of the call flow states:
“The MSC Server initiates the Session Transfer by using the STN-SR e.g. by sending an ISUP IAM (STN-SR) message towards the IMS.  Standard IMS Service Continuity procedures are applied for execution of the Session Transfer, see 23.237.”

This is an IMS step in which an INVITE is sent to the IMS SCC server for session transfer request.  In this INVITE request, it is possible for the MSC to include the legacy codec (e.g. AMR, AMR-WB) which will trigger the IMS SCC server to perform a re-negotiation with the remote end to change codec from EVS codec to legacy codec.  Assuming the MSC does this, the result is that the legacy codec will be used by the EVS terminal, again rendering the bit-stream compatibility functionality unused.

It may be questioned whether the MSC will include the legacy codec, or whether the time required for the re-negotiation will cause an interruption in the voice call.  However, in the absence of evidence either way, a bit-stream compatibility requirement on the EVS codec is unwarranted.

6 Efficiency of Implementation

During EVS SWG discussion at SA4#52, it was suggested by some participants that a codec that is bit-stream compatible with AMR-WB will offer advantages related to efficiency of implementation, most notably memory.  While this may or may not be the case, it is not clear that it is necessarily the case and depends heavily on how the two codecs are implemented in a given product.  Furthermore, it is very likely that the bit-stream compatibility comes at some cost – complexity, quality, or spectral efficiency – that counters the efficiency in memory.  The possibility of such inefficiency is demonstrated by the recently standardized ITU-T G.718 codec, as described in further detail in Section 7.

Since it is usually the case that trade-offs can be made between the memory, complexity, quality, and spectral efficiency of a codec, it is inappropriate to justify a requirement – namely bit-stream compatibility – using the potential gain in just one of these characteristics, especially when the gain is neither quantifiable nor ensured.  Instead, if the memory used by the codec is of concern, then specific requirements should be placed on the memory usage of the codec, and not on the bit-stream it produces.
7 The Cost of Bit-stream Compatibility
It is clear from the preceding sections that the benefits of bit-stream compatibility are questionable.  Even more importantly, it cannot be assumed that a design constraint such as bit-stream compatibility (or any constraint, for that matter) will not come at a cost.  That is, a different design without that constraint may be able to achieve better quality, better spectral efficiency, reduced complexity, or some more optimal mix of these performance indicators.

The recently standardized ITU-T G.718 codec provides a convenient example to examine the cost of bit-stream compatibility in the context of one possible design.  G.718 is an embedded scalable codec that consists of 5 layers, R1-R5. The bitrates are 8k, 12k, 16k, 24k and 32k per second, respectively. The embedded scalable structure of G.718 is one model for realizing bit-stream compatibility. In fact, it has a G.722.2 compatible mode in which a G.722.2 12.65kb/s compatible core replaces R1-R2 of G.718.
7.1 Speech Quality

Table 1 provides a selected set of results from G.718 MOS test reports for the WB clean speech test conditions in Exp. 2a run by two independent labs [5]


 REF _Ref226814356 \r \h 
[6].  The first evidence seen is that R1 (condition #1) is statistically better than the bit-stream compatible mode R2’-INT (condition #13) even though R1 is at a lower bit rate by more than 4kbps.  Not surprisingly R2 (condition #2) is also statistically better than R2’-INT despite having the same bit rate.  So, immediately we see that a codec which is not constrained by bit-stream compatibility can achieve better quality with fewer bits than a codec with this constraint.
	Condition
Number
	Condition

(ACR, WB clean, 26dBov)
	Lab A
	Lab B

	
	
	MOS
	95% CI
	MOS
	95% CI

	1
	G.718 @ R1
	3.964
	0.126
	4.349
	0.102

	2
	G.718 @ R2
	3.990
	0.131
	4.427
	0.094

	7
	G.718 @ R1, 3% FER
	3.771
	0.138
	4.031
	0.108

	13
	G.718 @ R2’, INT
	3.813
	0.138
	4.182
	0.108

	15
	G.718 @ R3
	4.000
	0.124
	4.375
	0.102

	18
	G.718 @ R3, 6% FER
	3.745
	0.140
	4.052
	0.117

	19
	G.718 @ R3, 8% FER
	3.547
	0.131
	3.927
	0.115

	21
	G.718 @ R3, INT
	3.906
	0.118
	4.276
	0.096

	22
	G.718 @ R3, INT, 6% FER
	3.458
	0.139
	3.865
	0.128

	27
	G.722.2 @ 12.65kb/s
	3.693
	0.139
	4.292
	0.097

	30
	Direct
	4.016
	0.130
	4.427
	0.100


Table 1:  G.718 Characterization Test Phase 1, WB Clean, ACR
Although, R3 (condition #15) is comparable in quality to the bit-stream compatible mode R3-INT (condition #21), this is most likely because the embedded scalable structure itself is constraining performance in the higher layers, so that adding bits does not improve performance.  Indeed, this is illustrated by a comparison of R1, R2, and R3 under clean channel conditions (conditions 1, 2, and 15, respectively), which show that there is no statistically significant difference in quality between them.  Nonetheless, the trend continues in R3 if we consider degraded channel conditions.  Specifically, the quality of R3 under 6% FER (condition #18) was judged to be statistically better than R3-INT under 6% FER (condition #22).

Finally, it is worth noting that evidence from this test is even inconsistent as to whether a codec with a bit-stream compatible constraint can achieve the same quality as the codec with which it is compatible.  When comparing R2’-INT with G.722.2@12.65kb/s (condition #27), the Lab A results show they are equivalent, while the Lab B results show that G.722.2 is statistically better.  Carrying this one step further by comparing R3-INT with G.722.2, we again see inconsistency in that Lab A shows the former is better than the latter, but Lab B shows they are equivalent even though the former is at a higher bit rate by more than 3kb/s.
In summary, the following conclusions can be drawn:

1. A codec without the constraint of bit-stream compatibility can achieve better quality at a lower source rate than a codec with this constraint.

2. The embedded layered structure itself, which enables bit-stream compatibility in the case of G.718, also imposes constraints on quality, even in non-compatible modes.

3. Even when a bit-stream compatible codec is provided, better quality at a given bit rate may be achieved using the original codec, which can be selected through codec negotiation. 
8 Changes to the draft TR 22.813

In light of the preceding discussion, it is very clear that bit-stream interoperability is never a substitute for codec negotiation.  Even if a codec is bit-stream interoperable with another codec, negotiation is still required to establish the call.  By contrast, the current wording in Section 6.1.6 of the draft of TR 22.813 suggests bit-stream interoperability can substitute for negotiation.  Therefore, the following changes are proposed to clarify this point:
6.1.1 Backward interoperability

Backward interoperability with existing 3GPP codecs aims to reduce the need for transcoding as much as possible.
Interoperability is achieved through 
the use or negotiation of existing 3GPP codecs previously defined for voice services.  
Bitstream compatibility with one or more of these codecs may be optionally retained when a new codec is defined.
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Figure � SEQ Figure \* ARABIC �1�:	Illustration of interworking function needed to support interoperability in the case of an EVS terminal that does not support of legacy codecs.  The interworking function  is needed regardless of whether the EVS codec is bit-stream compatible with legacy formats.
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Figure � SEQ Figure \* ARABIC �2�:  Conferencing scenario illustrating mixed signals sent from the MCU to the terminals.
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