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1. Introduction

Contribution [1] expressed some concern on possible confusions caused by the statistic approach [6] of the delay traces for the conversation test in this project, using the raw data provided by RAN1[3]. In order to diagnose the cause of the confusion felt by the author of [1] and eventually clear the confusion, we provide in the following an analysis of the problem, and elucidate the statistic background of the traces, its feasible usage and meaningful interpretations.
2. The Raw Data of PHY Simulation
At the beginning of the present project, the group SA4 has agreed to ask RAN1&2 to provide the traces needed for the conversational test following the given requirements [2]. As result, RAN1 has provided simulation results using two independent simulators [3]. It was further agreed in SA#39 [7] that the traces from both simulators will be used for the test. This requires careful processing of the given data so that the test is statistical meaningful and the test result fulfills the target.  Computer simulation is a method to reproduce a stochastic process that captures the essence of the reality. The essential parameters for the simulator platforms used by RAN1 are specified in the Appendix of [2], leaving more details to be determined by the simulating laboratories. The major factors affecting the delay and errors of the RLC packets can be listed in a non-exhaustive manor as following:
a. Network Layout

b. Geometry

c. Channel Model

d. Scheduler

e. HARQ
f. Handoff  Option

g. RAB Format
h. Etc. 
As was discussed in SA#39[8], the two sets of data are disparate in many details, e.g. scheduler, antenna, geometry, etc.  It is commonplace that two simulation-platforms are not identical, while both simulate the same reality.   The simulation needed by SA4 is one that records the delay and error of each received packet that has traversed the link between UE and RNC.  The goal is to obtain the stochastic sample of the jitter. The term jitter is the synonym of the variation of the delay.  Hence, it can be modeled by a stationary process to sufficiently characterize the AMR performance impaired by the jitter.  A stationary process implies a finite mean and finite variance. Also, it implies that the mean of the process should be kept a constant during the test. Since the trace to be used for the test consists of sub-traces generated by different simulation-platforms, a method has to be developed to construct the composite trace from the sub-traces that maintains the stationary property.  This is the rational behind the post-processing of the data. 
Knowing that the scheduler and the HARQ are the major causes of the jitter, while the fixed delay comprises transmission path and static processing time, we can separate two components of the delay when processing the data and add them during the test.  This is necessary, because different RAN-simulators produce delays of different means, and this difference is irrelevant to the jitter.   A longer delay trace is then reconstructed by adding the fixed delay, i.e. the mean, to the concatenated zero-mean process. 
3. Interpretation of the Fixed Delay

The delay of a mobile-to-mobile connection comprises 
· an origination RAN delay, 
· a Core Network delay and 
· a destination RAN delay.
Contribution [1] identified the RAN delays as in the following range:
	Sum min UL
	65 ms
	Sum min DL
	37 ms

	Sum max UL
	155 ms
	Sum max DL
	132 ms


Assumed the numbers are reliable, we still need the core network delay to account for mobile-to-mobile connection.  In a test performed in Paris, la Defense, (during the MTSI meeting in 11.2006), repeated pings are sent to the Orange URL: www.orange.fr via Orange WiFi.  The test is repeated at different times during two days and results in an average delay of more than 100 ms. (The number becomes larger if the test is performed in Seville, Spain: ca. 120 ms).  This gives an idea of the processing delay in a core network. As to the propagation delay, we can consider the distance between the east coast and west coast of North America, which is more than 3000 km. Even the propagation of the electromagnetic wave from the east coast to the west coast takes more than 10 ms.    The two facts together give a ball park number about the non-negligible core network delay, caused by the propagation and routing: 100 ms.   Thus, the mean fixed delay is estimated as 
65+37+100+ (155-65)/4+ (132-37)/4=248.25 ms
To avoid a possible confusion [1], it should be pointed out that the implementation of the jitter buffer management has more freedoms in representing the delay during its development.  For instance, in order to keep the jitter positive, one can always add a constant to the mean. Say, the added constant depends on the minimum value of delays within the observation window.  The resulting process is equivalent to the original process modulo a constant.
We have elucidated the rational and principle of the post-processing. The implementation of the post-processing is, however, not a verbatim translation of the descriptive definition given above. It requires some equivalent relations to be explained in the following:

4. Relation between Delay and Inter-Arrival Time
The packet delay is the difference of the time when the packet arrives at the receiver and the time when it left the transmitter.  It can be measured by receiving a train of packets that is sent out with a constant packet rate at the transmitter: 

Definition 1:   Let a packet stream be sent every 1/R seconds, where R is the transmission rate of the packet expected by the service at the receiver. Let i be the sequential index of the packets in the stream,  i=0,1,2,..,  and d(i) be the delay of the packet i.  Then the arrival time of the packet at the receiver is 
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where T is a constant accounting for the fixed delay that affects all the packets at the receiver. The jitter can be defined either as the range, or as the standard deviation, of the random variable
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Hence the jitter of arrival-time is equal to the jitter of the delay. Another useful and closely related random variable is the inter-arrival time of the packets, i.e. the inter-departure time of a packet stream of constant rate when it leaves the transmission system and arrives at the receiver. 

Definition 2: Let 
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 denote the inter-arrival time between consecutive packets in the packet stream. Then, 
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From these two definitions follows directly
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Then, 
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 as well, is stationary.   For a transmission system consisting of concatenated subsystems, the end-to-end delay can be determined by the delay of each sub-system. The relation between the end-to-end delay and the delays incurred by each sub-system is the following:

Proposition:  

Let an end-to-end connection consists of   n>0   sections, each has an inter-departure time
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   indicates the section.  Then the end-to-end   inter-departure time is
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 where   i=1,2,…. indicates the packet sequence and 
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 with 
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is the delay of the packet stream with constant transmission rate R.

Proof: Induction for an integer n>0 using (5).   
The inter-departure time of the compound system can become negative, even if the inter-departure time of every sub-system is positive. Negative inter-departure time means sequence number disorder for the delivered packets. Therefore, regardless of the internal structure of the sub-systems, it is always necessary to buffer the packets at the receiver to maintain ordered delivery as required by the real-time service. 

5. Procedure of Post-Processing 

In order to provide a stationary process, while incorporating the diverse data sources, i.e. to involve as many traces as possible, we use the following procedure to post-process the data delivered by RAN1, so that the resulting trace maintains the maximum consistence and statistic richness:

.
1. Each sequence of delay entries is transformed into a sequence of inter-arrival times.
2. Concatenate entries of inter-arrival time from all files that belong to the same condition groups.
3. The obtained data file of inter-arrival times undergoes a reordering, so that the entries are non-negative.
4. Before the test, each trace is added a constant value called “fixed delay”, so that the arrival time can be determined for each packet via
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5. This number is generated at the receiver and assigned to the packet i, be it a lost packet or a correctly decoded packet. 
The result is a stationary process with given mean and jitter statistics. It is worth pointing out that this approach is specifically designed for the traces available for this project, as provided by RAN1.  There is no universal rule for post-process of the data except the requirement that the statistic validity is assured.  In some cases, there may be no need of a post-processing at all.  The caveat: Each problem requires its own approach.  The method developed here is tailored to the special situation of the present project.
6. Test Conditions
As explained in [4], 8 files are generated to represent the 8 different network conditions used by the test bed.  Using notations
· Low  Traffic (LT): 40, or 45, or 60 mobile users per cell

· High  Traffic (HT): 80, or 100 mobile users per cell

· Low Mobility (LM, Lm):  ITU –Channel-Model:  PedB3_km or PedA3_km

· High Mobility (HM, Hm): ITU-Channel-Model:  VehA30km or Veh120km or PedB30km

The network conditions for the mobile-to-mobile connection are defined by
	Number
	Notation
	Meaning

	[1]
	Lm.LT.LM
	Lm + LT.LM

	[2]
	Lm.LT.HM
	Lm+LT.HM

	[3]
	Lm.HT.LM
	Lm+HT.LM

	[4]
	Lm.HT.HM
	Lm+HT.HM

	[5]
	Hm.LT.LM
	Hm+LT.LM

	[6]
	Hm.LT.HM
	Hm+LT.HM

	[7]
	Hm.HT.LM
	Hm+HT.LM

	[8]
	Hm.HT.HM
	Hm+HT.HM


Table 2: Notation for the mobile-to-mobile radio network conditions
Using a color code the details of the conditions [4] are already shown in [5]. Here, in the following, they are provided with the  notation of Table 2:
LT.LM (pink)



PA3_45u_G1.65dB_100ms.txt;

 

PA3_45u_G1.65dB_155ms.txt;

 

PA3_45u_G1.65dB_215ms.txt; 

 

PA3_45u_G1.65dB_55ms.txt;

 

PA3_45u_G1.65dB_95ms.txt;

 

PB3_45u_G0.09dB_100ms.txt;

 

PB3_45u_G0.09dB_155ms.txt; 

 

PB3_45u_G0.09dB_215ms.txt; 

 

PB3_45u_G0.09dB_55ms.txt; 

 

PB3_45u_G0.09dB_95ms.txt; 



HSDPA_40UEs_PedB_3kmh.txt;



HSDPA_60UEs_PedB_3kmh.txt;

LT.HM (lime):


HSDPA_40UEs_PedB_30kmh.txt;



HSDPA_40UEs_VehA_30kmh.txt;



HSDPA_40UEs_VehA_120kmh.txt;



HSDPA_60UEs_PedB_30kmh.txt;



HSDPA_60UEs_VehA_30kmh.txt;



HSDPA_60UEs_VehA_120kmh.txt;

HT.LM (yellow):


PA3_100u_G1.65dB_100ms.txt;

 

PA3_100u_G1.65dB_155ms.txt;

 

PA3_100u_G1.65dB_215ms.txt;



PA3_100u_G1.65dB_55ms.txt;

 

PA3_100u_G1.65dB_95ms.txt; 



PB3_100u_G0.09dB_100ms.txt; 

 

PB3_100u_G0.09dB_155ms.txt; 

 

PB3_100u_G0.09dB_215ms.txt;

 

PB3_100u_G0.09dB_55ms.txt;

 

PB3_100u_G0.09dB_95ms.txt; 



HSDPA_100UEs_PedB_3kmh.txt;



HSDPA_80UEs_PedB_3kmh.txt;

HT.HM (green):


HSDPA_80UEs_PedB_30kmh.txt; 



HSDPA_80UEs_VehA_30kmh.txt;



HSDPA_100UEs_PedB_30kmh.txt;



HSDPA_100UEs_VehA_30kmh.txt;



HSDPA_80UEs_VehA_120kmh.txt;



HSDPA_100UEs_VehA_120kmh.txt;

Lm (grey, uplink)



HSUPA_PA3_45u.txt;



HSUPA_PB3_45u.txt;



EDCH_10ms_PedB3_OneLeg.txt;



EDCH_10ms_PedB3_TwoLeg.txt;



EDCH_2ms_PedB3_OneLeg.txt;



EDCH_2ms_PedB3_TwoLeg.txt;

Hm(blue, uplink)


EDCH_10ms_PedB30_OneLeg.txt;  



EDCH_10ms_PedB30_TwoLeg.txt;



EDCH_10ms_VehA120_OneLeg.txt;



EDCH_10ms_VehA120_TwoLeg.txt;



EDCH_10ms_VehA30_OneLeg.txt;



EDCH_10ms_VehA30_TwoLeg.txt;



EDCH_2ms_PedB30_OneLeg.txt;



EDCH_2ms_PedB30_TwoLeg.txt;



EDCH_2ms_VehA120_OneLeg.txt;



EDCH_2ms_VehA120_TwoLeg.txt;



EDCH_2ms_VehA30_OneLeg.txt;



EDCH_2ms_VehA30_TwoLeg.txt;

7. Conclusion

We have explained the rational why the approach handling the delay traces is taken. Put it in one sentence, it is necessitated by the given data and the stochastic model assumed in the data.  No attempt is made to provide a general tool to deal with every aspect of the delay. Rather the method presented here is a special solution to a special problem. The confusions mentioned in [1] could be the one, in which the mathematical model description is confused with the actual implementation of the model, or with the implementation of an algorithm dealing with the modeled phenomenon. They should be cleared by the above explanation. 
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