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1 Introduction

With this contribution we would like to sense the interest of SA4 for work towards use of application-layer FEC to protect video in conversational applications.  
We propose a solution where the sub-sequence feature of H.264 is used to divide the picture sequence into two temporal scalability levels.  Only the base level is protected with FEC.  To obtain sufficient error robustness, the FEC is typically calculated over multiple base-level pictures.  If a base-level picture is lost or corrupted in transmission, correct base-level reference pictures are obtained by reconstructing the lost/corrupted coded pictures from the FEC repair data and then retroactively decoding the base-level pictures.  Decoding of enhancement-level pictures may be omitted during the retroactive decoding in order to achieve real-time operation.  Thanks to the proposal the need for source coding level error protection, such as redundant intra coding, and feedback-based error resilience are reduced greatly.  More details of the proposed solution are given in section 3.
2  Why FEC and not source coding or feedback-based error resilience
This contribution does not advocate omitting the use of feedback based algorithms.  It rather suggests complementing feedback based technologies with FEC, in particular in environments where moderately high error rates are the rule.  Feedback-based error recovery (be it in its simplest form of intra picture update request also known as FIR, or in more advanced forms utilizing slice loss indications or even reference picture selection) will likely still be needed to implement a well-performing system.  However, we expect the user experience to be better when forward-channel only mechanisms are in use.
3 Design 

Some of the basic ideas behind this algorithm have been published under the concept of “accelerated decoding” by Injong Rhee and Srinath Joshi around 1999.  The idea is simple: protect a number of packets containing video with a parity packet.  When one of the video packets gets lost, reconstruct it with using the other video packets and the parity packet.  Feed the reconstructed packet stream to the decoder.  In order to avoid excessive buffering delay, they suggested the decoder operates faster when repairing the stream.  This is called “accelerated decoding”.  During “accelerated decoding”, the renderer will typically refrain from displaying the display flicker resulting from the acceleration, and the user experience is a frozen picture for the brief period of time that corresponds to the size of the FEC block.  The key problem of this technology should be obvious: the cycle budget available to the decoder needs to be several times higher when accelerating than for normal reconstruction.  
We tried to avoid this negative property of Rhee’s original algorithm, by utilizing an H.264 concept known as sub-sequences.  They can be seen as a temporal scalability mechanism, wherein the enhancement layer is not needed for the reconstruction of the base layer.  The coding structure has been frequently referred to as PppPppPpp, wherein the capital P refers to base layer P pictures (with prediction relationships only to other P pictures).  The lower case p pictures refer to enhancement layer pictures, which are predicted from other p pictures in the same sub-sequence and from the previous P picture.

Subsequences, when used in conjunction with FEC, have the great advantage that only the P pictures need to be protected, as the p pictures are not used for longer term prediction.  An error in a p picture will be visible for the duration of the sub-sequence, but not thereafter.  Also, the use of subsequences is actually beneficial for the overall coding efficiency, when the P pictures are coded at numerically lower quantization parameter (see e.g. A. Eleftheriadis, M.R. Civanlar, and O. Shapiro, “Multipoint videoconferencing with scalable video,” Journal of Zhejiang University Science A, vol. 7, no. 5, pp. 696-706, May 2006, available online www.springerlink.com).
The combination of FEC, subsequences, and accelerated decoding is best explained using the figure 1: A FEC parity packet is calculated over a very few umber of packets containing P pictures (example: three P pictures), M1, M2, and M3.  If a packet loss hits any of the enhancement layer pictures (s), the decoder just moves on.  A bad picture quality may be visible for the duration of 4 pictures in the example, but correct prediction is re-established when one of the M pictures is decoded again.

Only if one of the M pictures is hit by packet loss (e.g. picture M2 in the figure), the FEC comes into play.  In this case, the decoding stops and the picture freezes.  The parity packet (being part of the packet stream some time after M3) allows the reconstruction of M2 at some point of time.  At this point, the cycles normally reserved for decoding the sub-sequence pictures are taken for the “accelerated decoding” of the reconstructed main sequence pictures.  

More optimized forms of employing the combination of FEC and subsequences are also possible and could be documented in future contributions.

4 Properties, Advantages, and Disadvantages

The FEC overhead in the cited example is marginal – considerably below 10%.  A comparable overhead in the source coding would not buy an error resilience that comes even close to what is available here.  In the example, and assuming a frame rate of 15 fps, the maximum freeze time of a picture would be around 1 second.  This appears close enough to the reaction time of a feedback based mechanism, considering the round trip delays we are looking at (plus the transmission time necessary to get the large I picture over the link).  Finally, it is well possible that the overall quality of the reconstructed stream is actually better than with FIR and I-picture feedback, as the vulnerability of the large I picture has to be taken into account (and the I picture would benefit from the FEC protection as well, if it were used).

[image: image1.emf]M1 M2 M3

s1 s2 s3 s4 s5 s6 s7 s8

M4 M5

Lst P picture

M2 M3

s1 s2 s3 s4 s9 s10 s11 s12


Stephan Wenger, � HYPERLINK "mailto:Stephan.Wenger@nokia.com" ��Stephan.Wenger@nokia.com� 





_1208561890.vsd
M1


M2


M3


s1


s2


s3


s4


s5


s6


s7


s8


M4


M5


Lst P picture


M2


M3


s1


s2


s3


s4


s9


s10


s11


s12



