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1. Introduction
Contribution S4aV240040 proposes a template for collecting information about relevant Beyond 2D video representation formats. The present contribution reuses this template and provides information for the dynamic point cloud representation format in relation to the scenario described in [1].
2. Reason for Change
The study item description in SP-240479 addresses the following objectives
1. [bookmark: OLE_LINK1]Identify and document beyond 2D formats, that are market-relevant within the next years, generated from established and emerging capturing systems (including cameras for spatial video capturing), contribution, and usable on display technologies (smartphones, VR HMDs, AR glasses, autostereoscopic and multiscopic displays).
During SA4#128, several scenarios were defined, that are considered to address the distribution scenarios and evaluation frameworks. This document focuses on Point Cloud Format . 
4. Proposal
It is proposed to agree the following changes to 3GPP TR xxx

[bookmark: _Hlk61529092]* * * First Change * * * *

4.3.X		Dynamic Point Cloud representation format
4.3.X.1 Definition

A point cloud is defined as set of (x,y,z) coordinates, where x,y,z  have finite precision and dynamic range. Each (x,y,z) can have multiple attributes associated to it (a1 ,a2, a3 …), where the attributes may correspond to color, reflectance, normals or other properties of the object/scene that would be associated with a point. Typically, each point in a cloud has the same number of attributes attached to it. Dynamic point clouds consist of several consecutive point cloud frames.

A simple and often used file format for point clouds is the Polygon File Format (PLY) that has been developed by Greg Turk at Stanford University in 1994 [Turk]. Other formats, like the Object File Format (OBJ) can also be used to represent point clouds.

There are many applications for point clouds such as representing highly accurate maps of landscapes, buildings, infrastructure, etc… but the format is also used to represent people, animals, objects and scenes composed from these.	Comment by Thomas Stockhammer (2024/08/19): Why is this in the definition?

4.3.X.2 Production and Capturing Systems

High-quality capturing of volumetric video is typically done with a rig of synchronized cameras aligned around the asset(s) to be captured. Depending on the rig, there can be one or more layers of cameras at different height positions, with each layer consisting of up to 60 cameras. Cameras can be equipped with depth sensors. Hardware such as cameras and depth sensors are typically off the shelf equipment, but the assembly in the rig is vendor dependent and proprietary.	Comment by Thomas Stockhammer (2024/08/19): Is it required to have this complex setup to create point clouds? And why are meshes mentioned here?
The various camera and depth sensor signals are fed into a production pipeline that produces the asset. Production includes stitching the various signals, filling holes, correcting occlusions, etc. Persons or physical objects (e.g. a ball or an instrument) can be combined in an asset or separate assets can be used for each person or object. The representation format of a produced asset is typically a dynamic point cloud or a dynamic mesh. 

The Volumetric Format Association (VFA) [VFA] aims to “Drive the development of volumetric video as the next revolution for content creation, editing 3D content, distribution of 3D content and creating entirely new ways to tell stories and communicate with each other”. One result of their work is an end-to-end workflow consisting of Volumetric Capturing, Volumetric Processing, Volumetric Encoding and Decode/Render. The workflow can be downloaded from their website in PDF format. Volumetric Capturing is in line with our description above. Volumetric Processing shows the dynamic point cloud representation format as a central element. First a raw point cloud is created, and which is further processed (e.g. fill holes) and converted to the produced asset. Representation formats for the produced assets is either a dynamic point cloud (in the workflow named as a patch-based format) or a dynamic mesh. 
The Volumetric Encoding step includes both options, point cloud and mesh. Once streamed and received on a device, the Decode/Render step includes rendering the mesh, the point-cloud as is or generating mesh or voxels prior to rendering. 
 4.3.X.3 Rendering and Display Systems
As other volumetric video formats, the dynamic point cloud representation format can be rendered to 2D displays such as in mobile phones, tablets, TV sets but also to HMDs or other 3D type displays.	Comment by Thomas Stockhammer (2024/08/19): Why is this needed?
The visual viewing quality of the point cloud format depends heavily on how voxels are rendered. Just reconstructing voxels in 3D space may bring a limited viewing experience and holes/scratches may become visible. To show the impact of rendering we show the sequences with two different renderers:
· MPEG renderer: Each voxel is replaced by a cube of a configurable fixed size. This renderer is deliberately simple for studying the pure impact of compression.

· Industry renderer: Each voxel is replaced by a splat of a size that depends on the viewing distance and some blending is implemented to avoid flickering of points. There are no sophisticated techniques such as lighting or use of normals integrated. 	Comment by Thomas Stockhammer (2024/08/19): It is unclear what is meant by industry renderer. 

In the following we give an example of the impact of the renderer on the head of the sequence Thomas with Vox 10 conversion: 
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[bookmark: _Ref171102417]Figure 1 Vox 10 MPEG renderer           Figure 2 Vox 10 Industry renderer

Both snapshots are rendered from the same Vox 10 sequence. On the left side we see far more scratches and holes and the borderline of the sequence is less smooth. However, the eyebrows look a bit sharper on the left side. A high-end industry renderer may do better than the renderers illustrated here	Comment by Thomas Stockhammer (2024/08/19): So it means, rendering requires a special closed system to work properly. There is no good reference renderer? This should be explicitly stated.

When evaluating or comparing the point cloud representation format it is essential to select a renderer that is representative of a minimum of what the industry would implement, as holes and cracks in images would influence evaluations negatively.
More sophisticated renderers could fill better potential holes, recreate detail and apply lighting depending on the scene. The point cloud representation format supports normals which are useful for lighting the scene. When rendering a point cloud sequence in a scene, correct lighting including shadows and colour alignment can greatly impact the realism of the resulting experience.	Comment by Thomas Stockhammer (2024/08/19): These seem to be quite subjective statements, for example what is the impact to present point clouds properly.

Rendering is device manufacturer dependent and not covered in standards, so this is where competition between manufacturers/implementers take place.
4.3.X.4 Support Information

4.3.X.4.1 Test and reference sequences
TBD

4.3.X.4.2 Uncompressed data size
The uncompressed data size depends on the number of points, the number of attributes and if the text or binary representation in the PLY format is used.
The following gives data size examples for sequence Thomas for one point cloud frame. PLY Ascii information is based on the header with the following structure:
property structure float x 
property float y 
property float z 
property uchar red 
property uchar green 
property uchar blue 
property uchar alpha. 

The file size could be decreased by removing alpha and using integer instead of float for xyz coordinates.
For information the table includes the “net data size” which adds up all bitsizes for coordinates and color, averaged over 32 frames, expressed in bytes.	Comment by Thomas Stockhammer (2024/08/19): Can this be expressed as as bit/s second?
This should be a properly formatted table with a table caption? How if the alpha to interpreted?

	
	 PLY Ascii (bytes)
	 Net data size (bytes)

	Thomas Vox 10
	 14.891.588
	 4.010.396

	Thomas Vox 11
	 62.457.377
	 16.996.692

	Thomas Vox 12
	 257.449.604
	71.694.702



4.3.X.4.3 Known compression technology
Visual volumetric video-based coding (V3C) and video-based point cloud compression (V-PCC) [V-PCC]	Comment by Thomas Stockhammer (2024/08/19): Are there no other point cloud compression formats?

4.3.X.4.4 Conversion from other formats
Point clouds can be obtained by sampling from surface-based formats such as meshes. Such transformation is lossy. There are different sampling methods (e.g. methods based on face sampling, on texture map sampling, on ray casting from a grid, etc.) and it’s up to the content provider to select the appropriate sampling method depending on the content and creative intent.	Comment by Thomas Stockhammer (2024/08/19): As meshes are much more prominent, can there be an indication on what it would mean in terms of quality?

4.3.X.4.5 Typical quality criteria
The visual quality of a point cloud depends on the number of points (density) in the point cloud. For attributes colour is mandatory and there may be transparency and normal. Colour is typically in RGB with each in 8 bits.	Comment by Thomas Stockhammer (2024/08/19): This seems to be the wrong place. It should be defined in definition.
Contribution [4] gives quality examples of the point cloud representation format and we see that point clouds of around 1M points/frame allow to watch from a wider distance (e.g. from 3m) and 2M points/frame allow to get closer (e.g to around 1.5m distance) at good quality for the target scenario. Emotional facial expressions and buttons and tissue structure of cloths is visible. More points per frame improve the details, but this may not be required for the scenario described in [4]. But if a scenario would require it, a high-end volumetric video production system is able to capture details from e.g. skin or finer details of tissue and it can be represented with the point cloud representation format.	Comment by Thomas Stockhammer (2024/08/19): How can I watch on typical devices in such distances? On an HMD, this is a few cm infront of my head. A mobile phone display and 3m distance? 


 4.3.X.5 Benefits and Limitations

4.3.X.5.1 Benefits:
Point cloud representation is simple in structure and representation, has high accuracy and resolution, is faithful to original data, and is easy to acquire from sensors or cameras. Point cloud generation needs less pre-processing as there is no need for surface reconstruction, if sensor data is not so noisy.	Comment by Thomas Stockhammer (2024/08/19): So the benefit is only in production? But it is not a suitable distribution format?
4.3.X.5.2 Limitations:
Point-cloud data does not include information on surfaces and is harder to edit or transform.	Comment by Thomas Stockhammer (2024/08/19): Here is for example a summary: https://medium.com/@caddrafting/the-difference-between-a-point-cloud-3d-model-and-a-3d-mesh-model-46b5e49020de

Point Cloud Models have several key characteristics:
High Precision: One of the most significant advantages of Point Cloud Models is their high precision. They provide an accurate representation of the scanned object, making them ideal for applications like surveying, architecture, and industrial design.
Detailed Geometry: Point Cloud Models capture fine details of an object, down to the millimeter level. This makes them valuable for tasks that require precise measurements and analysis.
Lack of Connectivity: Point Cloud Models consist of individual points, and they do not have inherent connectivity or surface structure. This can make them challenging to work with for certain applications.
Large Data Size: Due to the vast number of data points, Point Cloud Models can be quite large in terms of data size, which may require specialized software and hardware for processing.

In summary, Point Cloud 3D Models and 3D Mesh Models serve different purposes and have distinct characteristics. While Point Cloud Models excel in precision and capturing fine details, Mesh Models are better suited for visual representation, gaming, and animation. 

This summary clearly points to the issues with point clouds and there issues with visual presentation.



* * * Change 2 * * * *
(add to References)
[Turk] 		Greg Turk, The Polygon File Format, Stanford University, 1994. 
[VFA] 		Volumetric Format Association VFA, https://www.volumetricformat.org/ 
[V-PCC]	V-PCC, Visual volumetric video-based coding (V3C) and video-based point cloud compression (V-PCC), ISO/IEC 23090-5 2nd Ed, Nov 2023


* * * End of Changes * * * *
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