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X     
Relevant VR metrics

X.1   
Head-motion aware viewport quality metric (HMAVQ)
X.1.1
Background

Perceptual quality is defined as a user’s degree of satisfaction while viewing a video. Various objective quality metrics (e.g. average viewport quality, motion-to-high-quality delay) were proposed to estimate the quality of a 360-degree video. TS 26.118 specified a metric where the viewport quality is calculated by multiplying the quality ranking of each tile in the viewport by the percentage of the viewport it covers.
According to some studies [17, 18], the methods that best estimate the actual user experience are the ones that take into account the human visual system (HVS). While these studies considered user’s eye gaze, they largely ignored the effects of the head motion velocity, direction and duration. For instance, the content rendered in the viewport may be unfocused, or even blurry, to a human eye if the head is turning too fast (that is, the user can’t focus on the content during a fast head motion). In this case, this individual viewport’s quality may have only a slight, if any, effect on the overall user experience since the low-quality video is shown to the user only for a brief amount of time.

Also, the head motion may affect the region-of-interest (ROI) the user is paying attention to inside the viewport. Since the head and eye gaze mainly move in the same direction [18], the ROI shifts from the viewport center to the edges of the viewport, in the direction of the head motion. Consequently, the quality of the tiles in the opposite direction are expected to matter less and have a smaller effect on the overall user experience. Studies also show that users tend to view the content with little focus during a fast head motion and the actual quality of the viewport during this motion is not as relevant [18, 19]. This implies that not every viewport a user has viewed has an equal weight in determining the user’s overall experience. 

A QoE metric that takes into account the above considerations can facilitate more advanced algorithms for viewport-dependent streaming of XR experiences by evaluating these algorithms more accurately. In the next section, we describe a metric that brings “head motion awareness” in quality assessment and present its comparison with a few other available metrics. We think that inclusion of head motion exemplified in this metric can be useful for development of more effective AR/MR metrics.
X.1.2
Metric description
Computation of the head-motion aware viewport quality metric (HMVAQ) comprises two steps. In the first step, the quality of an individual viewport is calculated during head motion. In the second step, the overall viewport quality over a period of time is calculated from the individual viewport qualities. Details of these two steps are described below.

Individual viewport qualities
Quality of the individual viewports is calculated using sampled points that are shifted and weighted based on head motion speed and direction. Each viewport is sampled with n circles, where each circle has m sample points. The circles are indexed from 1 to n, and each circle’s diameter grows from the viewport center towards the viewport edges. Depending on head movements, the circles are shifted by [image: image2.emf]
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 degrees vertically, where these shift amounts depend on the radius [image: image6.emf]
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 of each circle, head motion velocities in horizontal and vertical axes [image: image8.emf]
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 and a speed threshold [image: image10.emf]
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 beyond which the viewport starts becoming unfocused (blurry). The shift amounts are calculated as:
[image: image11.emf]
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where w and h are the width and height of the viewport, respectively.The circle weights are assigned linearly in descending order from viewport center towards the edges. The weight of circle i ([image: image13.emf]
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 is calculated by dividing its reversed order by the sum of the circle indexes:
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Subsequently, the points on each circle are distributed with an angular distance of [image: image16.emf]
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. The coordinates of each point are calculated using the parametric equation of the circle. These coordinates are then used to find the tile T with the projection of the point. The quality of the tile T, on which a point is projected, is recorded as the quality of that point. The same operation is applied for all points, and the average across all points determines the quality of the circle i. The circle quality is then multiplied by the weight of the circle [image: image18.emf]
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, and the weighted sum of all weight circle qualities yields the individual viewport quality.
Example sampled viewports at different head motion velocities are shown in Figure X, where vertical and horizontal lines represent the tile boundaries. Fig. X(a) shows the case here the viewport is stationary (no head movement). Figures X(b) and X(c) show the shifted circles for slow and fast head movements, respectively. Fig. X(d) shows the case where the head movement is faster than the speed threshold ([image: image20.emf]


𝑣!"#$%"  










) in the horizontal axis.
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(a) Stationary. (b) Slow diagonal motion. (c) Fast diagonal motion. (d) Faster horizontal motion.
Figure 1. Sampled viewports at different head-motion speeds.




Figure X. Sampled viewports at different head motion speeds.
Overall viewport quality

Overall viewport quality is calculated as the weighted average of the individual viewport qualities over a period of time. The weights are assigned based on head motion velocity. The idea is to assign smaller weights to the viewports viewed at faster head motions, whereas those viewed in stationary head positions or at slower head motions are assigned a larger weight. Weight assignment is not a trivial task and the best one can do is to find a good method empirically. After tests, a thresholding approach is adopted such that a weight equal to 1 is used for viewports where [image: image23.emf]
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 is reached or exceeded, and 2 for the other viewports. More sophisticated weight assignment functions might perform better, and this deserves further testing and validation.

For further details on the metric, please refer to [16].
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