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## 4.3 Basic Processes in an AR Session

In this clause, we provide basic processes and generic workflow description for setting up AR Media sessions. This generic basic process can be extended with some modifications. This call flow as shown in Figure 4.3-1 aligns with the STAR/EDGAR architecture and serves as a starting point for defining use-case specific call flows.



Figure 4.3-1: Basic workflow for AR media sessions

A description of the steps of the general workflow is provided as follows:

1. The application contacts the application provider to fetch the entry point for the content. The acquisition of the entry point may be performed in different ways and is considered out of scope. An entry point may for example be a URL to a scene description.

2. The application initializes the scene manager using the acquired entry point.

3. The scene manager retrieves the scene description from the scene provider based on the entry point information. It then establishes a scene session with the scene provider.

4. The scene manager parses the entry point and creates the immersive scene.

5. The scene manager requests the creation of a new AR/MR session from the AR Runtime.

6.

7. The scene manager will inform the MAF about its QoS and compute needs.

8. The MAF will request the Media Delivery Functions, such as AF, in the network to allocate the requested resources.

9. For each component or group of components of an object/node in the scene:

a. the scene manager triggers the MAF to fetch the related media

b. the MAF creates a dedicated media pipeline to process the input.

c. the MAF establishes a transport session for each component of the media object.

10. The application starts the media fetching and rendering loop

 a. the MAF may receive updates to the scene description from the scene provider.

 b. the MAF passes the scene update to the scene manager.

 c. the scene manager updates the current scene.

d. The scene manager acquires the latest pose information and the user’s actions

e. The scene manager shares that information with the AR/MR application on the server

f. For each object:

i. The media pipeline fetches the media data. It could be static, segmented, or real-time media streams

ii. The media pipeline processes the media and makes it available in buffers

g. For each object to be rendered:

i. The scene manager gets processed media data from the media pipeline buffers

ii. The scene manager reconstructs and renders the object

h. The scene manager passes the rendered frame to the AR/MR Runtime for display on the user’s HMD.