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## 5.4 Additional/new transport protocols

### 5.4.1 Description

#### 5.4.1.1 General

Media streaming applications continue to use HTTP-based distribution protocols, but newer versions of HTTP such as HTTP/2 or HTTP/3 are introduced, see for example also TR 26.925 [5], clause 6.1.4. The architectural and performance impacts of such protocols for 5G-based media distribution is unclear and requires study. The study also considers how Media Players may use functionalities existing in new transport protocols, and also investigate the impact of new transport protocols on 5GMS usage and traffic identification (e.g. Service Data Flow Descriptions).

Based on SMTP (Simple Mail Transport Protocol) [W] and reusing MIME (Multipurpose Internet Mail Extensions) notation [X], the HTTP protocol (also known as web protocol), powers most websites, mobile apps, and videos. It was created by Tim Berners-Lee at CERN in 1989 and has been enhanced over the years to keep up with the ever-changing World Wide Web. Currently, the web is a mixture of HTTP/1.1 [3] and HTTP/2 [4] adoption. Most well-known websites are running HTTP/2, while smaller websites and late adopters plan to migrate to HTTP/2 in the near future as it is relatively easy to implement. HTTP/2 is used by about 45% of websites and supported by all major web browsers. HTTP/3 is only used by about 5% of websites now and not well-supported by web browsers yet. However. significant HTTP/3 deployments are emerging. For example, YouTube™ has for a long time been offering a pre-RFC draft version to any client that wants to use it, especially the Chrome™ browser. Other browsers are expected to follow soon after waiting for the QUIC and HTTP/3 RFCs to be published before mainlining that feature.

HTTP/2 introduces the "Streams" concept at HTTP level and each stream can have different priorities. All objects can from a web-page can be multiplexed in single long-lived TCP connection. Also, HTTP/uses header compression (HPACK) to avoid verbose/clear text. Also, HTTP/2 pseudo-mandates TLS to prevent “middle boxes” from messing up with the content. However, HTTP/2 does not remove the drawbacks of TCP’s head-of-line blocking - packet loss on one stream will block all other streams until recovery even if packets for all other streams are correctly received.

HTTP/2 testing shows [2] that the delivery of large objects over HTTP/2 can be slower than over HTTP/1.1 when there is packet loss. This is because HTTP/2 uses a single TCP connection, versus about six connections which most web browsers open over HTTP/1.1. In addition, the TCP congestion control algorithms reduce the TCP congestion window size, resulting in fewer bytes sent over the wire when using just one TCP connection.

HTTP/2 provides on average a 5% to 15% performance improvement on page load times over HTTP/1.1 [2]. HTTP/1.1 allows persistent TCP connections, but requests still had to be serialized, resulting in the well-known "HTTP head of queue blocking". In order to improve downloads, many TCP flows still needed to be parallelized to speed up delivery.

The solution to this problem is to use HTTP/2 over a different transport protocol that provides more efficient congestion control. One option would be to upgrade and modify TCP, but modifying TCP implementations is viewed as an impossible task. For example, middle boxes such as NAT, Firewalls, and Load balancers are problematic, because they get rarely upgraded which prevents any updates to TCP. TCP is also hard to evolve as it is almost always implemented as part of operating system kernels, requiring an updated operating system as part of TCP updates. Hence, it was considered easier to introduce transport functions on top of UDP, outside the operating system kernel, in the user space – referred to as QUIC.

That, in essence, is what HTTP/3 [5] is: HTTP/2 over User Datagram Protocol (UDP) based on IETF QUIC. HTTP/3 is a thin layer on top of QUIC [32] including QPACK header compression [31]. The main QUIC functions are connection and stream multiplexing [32], fast startup[32], loss recovery, in-order delivery (within stream) [32], flow control [32]. TLS1.3 (handshake) [33], loss recovery and congestion control [34].

By multiplexing multiple concurrent logical streams over a single UDP-based transport association, and by giving each stream its own independent byte offset numbering space, packet loss in one stream does not block progress on other logical streams in the same QUIC connection. (However, the affected stream will still block when packets are lost, so as to guarantee in-order delivery of payloads to the application.).



Figure 5.4-1: HTTP/2 and HTTP/3 protocol stacks

For an entertaining introduction to QUIC and HTTP/3, please check <https://www.youtube.com/watch?v=B1SQFjIXJtc>.

However, using QUIC for adaptive streaming still requires study as under certain circumstances, the quality using QUIC may even degrade for DASH-based streaming than it would increase [6]. The evaluation results show that using the unmodified DASH algorithms on top of QUIC may not provide the anticipated performance boost when compared to the standard DASH over TCP.

The main expected benefit of QUIC is being able to multiplex requests for all Adaptation Sets onto the same transport association, and then to manage the network QoS on that aggregate connection. This has a valuable operational benefit to a CDN operator (including the 5GMS AS) in reducing the number of UDP ports that a server needs to keep open. Another benefit is being able to migrate connections from one IP address to another with minimal interruption to either client or server. This is useful when the client moves, but it is also useful when the server changes (e.g. in edge computing relocation Use Cases).

Because HTTP/3 and IETF QUIC are new protocols, there are several questions about performance and management that need to be investigated during this study.

#### 5.4.1.2 Performance Considerations for HTTP/3 using IETF QUIC over 5G Networks

The IETF specifications for HTTP/3 [5][31] and the core QUIC functions [32, 33, 34] are now approved in the IETF, and have been broadly deployed by a number of browser vendors and content providers, since the IETF QUIC working group has focused on specification, implementation, and, after the specifications were sufficiently stable enough, deployment, all in parallel. The performance of HTTP/3 over IETF QUIC in environments that have not been encountered during deployments to date is still an open question. Of greatest interest for this study, is the performance of HTTP/3 over IETF QUIC in 5G networks. Although deployment of 5G networks has begun, most deployment experience with HTTP/3 over IETF QUIC in mobile networks over the past few years has been in non-5G networks.

When end users have used HTTP/3 over QUIC to access servers outside the 5G core network, 3GPP terminal mobility was handled transparently by the 3GPP network, and the UE’s IP address(es) didn’t change. If a server’s IP addresses changed, this was often not visible to the user, due to the widespread deployment of CDNs and load balancers in data centers. If edge computing resource IP addresses change in relocation use cases, QUIC connection migration could be used to reduce the impact on user experience, but this needs to be analyzed carefully.

MPEG-DASH has provided years of good user experience running over HTTP/1.1. As use cases arise which require very low latency, it is reasonable to better understand how, and when, MPEG-DASH might take advantage of HTTP/3 and analyze whether this has any implications for this study.

[6] raised the issue that MPEG-DASH performance might be lower over HTTP/3 than over HTTP/2. This reference was comparing Google’s pre-standardization QUIC implementation to highly optimized HTTP/2 over TCP implementations, and is about five years old, as of this writing, but the point remains – we need to know more about unmodified MPEG-DASH over standardized HTTP/3 implementations.

In particular, in the downlink media streaming Use Case, the server chooses the algorithm but the client media player decides whether to use a long-lived connection or to drop and reconnect when changing representation/rendition or adaptation/switching set, and the decision on connection (re)use is often delegated by the client application to a library, and this library might not offer an API to influence connection reuse. QUIC optimisations for reducing connection setup time (0-RTT or 1-RTT handshake (as described in [32]) mitigate this suboptimal use of connections to some extent, but the if the client, directly or indirectly by delegating the decision to the library, chooses to close and open connections, any QUIC congestion control algorithm begins probing for available bandwidth with no information about path characteristics. The connection handling characteristics of common APIs need to be analyzed as part of this study.

#### 5.4.1.3 Performance Considerations for IETF QUIC over 5G networks

The standardized QUIC congestion control and recovery procedures in [34] are chosen to emulate TCP’s standardized behaviors ([35], plus extensions). These are quite conservative, and not match current work on delay-based congestion control and recovery mechanisms, which have also seen wide deployment in QUIC implementations. In principle, delay-based congestion control and recovery mechanisms should improve user experience for streaming media applications, but this isn’t known yet, and this needs to be carefully analyzed.One of the core functions of QUIC is the capability to migrate connections without application involvement when endpoint IP addresses change, rather than requiring the detection of a connection failure, teardown of that connection, and setup of a new connection. Connection migration is one of the key QUIC functions that we do not have a great deal of experience with – implementers in the IETF said they were concentrating on performance for a connection, and many had not completely implemented or tested connection migrations at scale (data point is from October 2020).

#### 5.4.1.4 Management Considerations for HTTP/3 and QUIC in 5G networks

One of the biggest distinctions between HTTP/2 over TCP and HTTP/3 over QUIC has been the encryption of almost all transport-level information in QUIC. This information, which was not encrypted in TCP even when it was carrying encrypted payloads, was often used in network management to identify and troubleshoot performance problems on the Internet. In most of experience with HTTP/3 over QUIC deployments to date, content providers (e.g. Google/YouTube, Facebook, etc.) have terminated at least one end of the encrypted end-to-end connections, allowing them to identify problems at the QUIC transport level. That might be true in 5G deployments, or it might not be the case. If that is not the case, it would be very useful to consider the guidance in [36] as part of this study. It is also likely that operator deployments which relied on split-TCP connections to improve performance over radio links will require reconsideration for QUIC-based t, since QUIC transport-level information is not available unless a device has a security context for the encrypted QUIC connection. It is likely that we need to enhance the 3GPP QoS framework, and that if an application is using QUIC, 5-tuples are not sufficient for per-flow QoS.

Although QUIC can be implemented as part of operating system kernels, it is commonly implemented in user space, allowing frequent updates to congestion control and recovery procedures, including introduction of entirely new procedures (e.g. BBR, "Bottleneck Bandwidth and Round-trip propagation time" congestion control [37]). It is likely that the performance characteristics of HTTP/3 applications will vary more dynamically than HTTP/1.1 implementations that have been used by MPEG-DASH in the past. This may also have implications for existing applications if they migrate from MPEG-DASH over HTTP/1.1 or HTTP/2, to MPEG-DASH over HTTP/3.

#### 5.4.1.5 HTTP/3 client operation with an HTTP/3 server

There are many details involved, but the following description gives a sense of how little changes at the application layer when 5GMS begins using HTTP/3 as its application protocol.



1. To open an HTTP/3 connection and retrieve a resource, an HTTP/3 client possesses a target URI providing a *scheme*, which needs to be "https:", an *authority*, which must include a resolvable DNS name, and (optionally) a *path* describing the location of the resource at the authority. This target URI may be obtained in various ways (configuration, dynamic lookup when the HTTP/3 client begins operation, or even from a resource that the HTTP/3 client has already retrieved).

2. The location is resolved to an IP address, by looking up a DNS name, using HTTPS, or other mechanisms that would be used to resolve any other URI authority.

3. Once in possession of the IP address for the HTTP/3 server, the HTTP/3 client attempts to open an HTTP/3 connection to the HTTP/3 server. In order to use HTTP/3, the HTTP/3 client communicates with the HTTP/3 server using the underlying QUIC protocol, sent over UDP. During connection establishment, the HTTP/3 client and HTTP/3 server perform a TLS 1.3 handshake, and HTTP/3 support is indicated by selecting the ALPN token "h3" in the TLS handshake. When the TLS 1.3 handshake is complete, both HTTP/3 client and HTTP/3 server have validated the connection.

4. When connection validation is complete, the HTTP/3 client can begin performing normal HTTP requests over the HTTP/3 connection. In the case of M4d interactions, for example, the HTTP/3 client issues an HTTP GET request.

5. When the HTTP/3 server receives an HTTP request, it responds using normal HTTP status codes, and then performs the requested operation if the request has succeeded.

### 5.4.2 Collaboration Scenarios

#### 5.4.2.1 General

The QUIC protocol [32] is a general-purpose transport protocol, although most current deployments have been in conjunction with HTTP/3 [5]. Even when limiting discussion to HTTP/3 over QUIC, this capability can be relevant to multiple key topics described in the present document, as well as the basic procedures for 5G Media Streaming described in TS 26.501 [15], in both downlink and uplink directions.

#### 5.4.2.2 HTTP/3 collaboration for downlink media streaming

For this key topic, the discussion will focus on the collaboration scenario where a 5GMS Application Provider runs an adaptive media streaming service between an HTTP/3-enabled 5GMSd AS and an HTTP/3-enabled 5GMSd Client using downlink media streaming over M2d and M4d. This is Collaboration Scenario 2, from clause A.2 in TS 26.501 [15], reproduced in figure 5.4.2‑1 below.



Figure 5.4.2-1: Collaboration 2 (unchanged from Figure A.2-1 in TS 26.501 [15])

#### 5.4.2.3 HTTP/3 collaboration for uplink media streaming

Editor’s Note: Provide a collaboration scenario for uplink streaming (possibly referencing clause 5.2.2 in this specification).

### 5.4.3 Deployment Architectures

#### 5.4.3.1 General

The substitution of HTTP/3 for HTTP/2, or even for HTTP/1.1, has very little effect on high-level deployment architectures.

#### 5.4.3.2 HTTP/3 deployment in downlink media streaming

In the following discussion, the term *HTTP/3 client* is used for the entity that opens an HTTP/3 connection, and the term *HTTP/3 server* is used for the entity that the HTTP/3 client wishes to communicate with.

- If HTTP/3 is used at reference point M4d in figure 5.4.2-1, the 5GSMd Client acts as an HTTP/3 client, and the 5GSMd AS acts as an HTTP/3 server.

- If the 5GSMd AS and 5GSMd Application Provider are using HTTP/3 over the M2d interface, either entity might act as an HTTP/3 client and initiate communication with the other, as described below.

Editor’s Note: Explain how this could be deployed in downlink media streaming.

#### 5.4.3.3 HTTP/3 deployment in uplink media streaming

Editor’s Note: Provide a similar description for an uplink streaming deployment architecture.

### 5.4.4 Mapping to 5G Media Streaming and High-Level Call Flows

#### 5.4.4.1 General

Using HTTP/3 for 5GMS functions that currently use earlier versions of HTTP (either HTTP/1.1 or HTTP 2/) can provide performance improvements, such as:

1. “Single-threading” HTTP requests and responses – HTTP/1.1 and HTTP/2 don’t have any way of disambiguating response packets when multiple requests are outstanding on a connection, so the server sends responses as “next request received, next response returned”, even if the HTTP client has “pipelined” multiple requests without waiting for its outstanding requests to be responded to.

2. Avoiding TCP “Head-of-Line” (“front-of-queue”) blocking that blocks all further response packets from being delivered to the application until a missing response packet has been detected and successfully retransmitted.

3. Setting up connections in at most one “Round-Trip Time”, or RTT, as opposed to multiple RTTs, as is required to set up a TCP connection with a three-way handshake, and then to perform a TLS 1.3 handshake that requires at least one more RTT, and potentially more than one.

But beyond these performance improvements, there are very few impacts of adding the capability to use HTTP/3 to high-level call flows in 5GMS environments.

### 5.4.5 Potential open issues

#### 5.4.5.1 Introduction

Most of the potential questions previously identified in clause 5.4.1 don’t appear to be continuing concerns, as HTTP/3 and QUIC are being deployed on the Internet at scale. A few open issues are worth noting here.

#### 5.4.5.2 Streaming Protocols taking advantage of HTTP/3 capabilities

Because so many media providers have used HTTP-based transport mechanisms, they have been forced to provide “workarounds” to overcome the TCP-related deficiencies that HTTP implementations were forced to deal with. Confirming with the predominant implementors of HLS, MPEG-DASH, SRT, and even RTP what their timeframes are for versions of these protocols that take advantage of HTTP/3 capabilities would be useful, but these versions are already starting to appear. “Tunnelling SRT over QUIC” has already been submitted as an Internet-Draft [SRT-QUIC], and even proposals for RTP over QUIC are also under discussion – some using HTTP/3 as a framework, and others running directly over QUIC.

#### 5.4.5.3 3GPP-specific impediments to HTTP/3-QUIC deployment

One well-recognized impediment to HTTP/3-QUIC deployment in the broader Internet is that the QUIC protocol is a well-behaved transport protocol, but it runs over the UDP protocol, which is not understood to be well-behaved. Traditional UDP protocols have been query–response protocols, such as DNS domain name resolution ("what is the IP address for this domain name?" followed by "This is the IP address for that domain name"), and normally use well-known port numbers (if you send a UDP packet to port 53, network firewalls will assume that it is a DNS query, and unlikely to cause congestion).

HTTP/3, like any other protocol running over QUIC, will look like a highly encrypted UDP protocol, and it **might** use the UDP port number that matches the TCP port number of the same protocol running over TCP, but that is not a requirement, so network operators often investigate UDP packets being sent to an unfamiliar port number, especially if that traffic does not seem to be query-response traffic.

If their investigation is not reassuring, they may block UDP packets being sent to an unfamiliar port number at an unfamiliar IP address, and even if they don’t block that traffic, they may rate-limit the traffic to prevent their network links being overwhelmed by unknown traffic that might not respond to congestion indications. So, on the Internet, HTTP applications that attempt to use HTTP/3 are prepared to fall back to HTTP/2 over TCP, which is more reassuring for network operators.

#### 5.4.5.4 Adaptive Streaming clients operating on top of HTTP/3 capabilities

Adaptive streaming clients are implemented to overcome the TCP-related deficiencies that HTTP implementations were forced to deal with. Today’s adaptive streaming clients are typically not aware that they are operating on top of HTTP/3 and QUIC instead of HTTP/1.1 and TCP. A DASH client as documented in clause 13 of TS 26.512 [?] includes some typical functions that may be impacted by operation on top of HTTP/3, in particular:

- *Throughput estimation:* An estimate of the network throughput from the 5GMSd Application Server, which is typically computed as the object size divided by the download time where the download time is the time difference between the first and the last bytes received for that object. According to [DASH-QUIC], measuring the throughput of multiplexed audio and video streams over a single UDP socket results in additional response latency for the (much smaller) audio segments, whose individual throughput is not captured during the calculation of channel throughput.

- *Request Scheduling:* The adaptive streaming client schedules requests under the assumption of TCP operation. It typically operates for example audio and video on two HTTP sessions with separate sockets, and each of the sockets maintains its own independent socket buffer. By contrast, requests for audio and video are typically multiplexed onto a single HTTP/3 session on a single UDP socket with a single socket buffer. Therefore, the HTTP responses from both the streams interfere, and a higher response rate for one stream affects the queuing delay for the responses on the other stream.

Based on these operations, it is important that the adaptive streaming client:

1. Is aware that it is operating on top of HTTP/3.

2. Adapts its operation based on HTTP/3 properties

Details are for further study.

#### 5.4.5.5 5GMS Operation taking advantage of HTTP/3 capabilities

5G Media Streaming provides the ability to support regular OTT media streaming by providing additional and auxiliary information between the Media Session Handler and the 5GMSd AF. Supported functions in Rel-16 include telco CDN, network assistance and for example metrics reporting. It would be appropriate to adjust 5GMS function to HTTP/3 based delivery. As an example, certain DASH metrics are designed for TCP based streaming and would preferably be updated to account for HTTP/3 based delivery.

### 5.4.6 Candidate Solutions

Details are for future study.

**===== END CHANGES =====**