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FIRST CHANGE

## 4.2 SA6 Edge Architecture

SA6 has taken significant steps towards the definition of normative edge computing architecture for 5GC in [3]. Starting from common scenarios, described in the Annex, a set of requirements is defined, and the following architecture is proposed:



Figure 1: SA6 Edge data network architecture

The architecture defines the key nodes and functions as well as the interfaces between them.

The identified functions with a brief description is given here:

* Edge Enabler Server (EES): provides supporting functions needed for Edge Application Servers and Edge Enabler Client.
* Edge Enabler Client (EEC): provides supporting functions needed for Application Client(s).
* Edge Configuration Server (ECS): provides supporting functions needed for the Edge Enabler Client to connect with an Edge Enabler Server.
* Edge Application Server (EAS): the application server resident in the Edge Data Network, performing the server functions. The Application Client connects to the Edge Application Server in order to avail the services of the application with the benefits of Edge Computing.
* Application Client (AC): application resident in the UE performing the client function. Details of the Application Client are out of scope of this specification.

A typical sequence of steps to use edge computing services is as follows:

1. Service Provisioning:

- instance.

2. Registration:

- EESs register with the ECS to publish their edge configuration capabilities.

- The EEC registers with a selected EES for further EAS discovery and Edge Computing Service usage.

- EAS instances register with EES instances to publish their edge capabilities.

3. EAS discovery:

- The EEC queries the EES to discover specific EASs. Different types of filtering information contained in the EAS discovery filters can be used during this discovery phase in the EAS discovery request.

- The EES identifies the appropriate EAS instance(s) according to the UE-specific service information and the UE location.

- Via the EAS discovery response, the EEC receives the discovered EAS instance(s) which may include additional information regarding matched capabilities, e.g. service permission levels, service area, KPIs.

- The detailed information for key messages of the EAS discovery procedures is shown as below in Tables X, Y and Z.

Table X: EAS discovery request

|  |  |  |
| --- | --- | --- |
| Information element | Status | Description |
| Requestor identifier | M | The ID of the requestor (e.g. EECID) |
| UE Identifier | O | The identifier of the UE (i.e. GPSI or identity token) |
| Security credentials | M | Security credentials resulting from a successful authorization for the edge computing service. |
| EAS discovery filters | O | Set of characteristics to determine required EASs, as detailed in Table Y.  |

Table Y: EAS discovery filters

|  |  |  |
| --- | --- | --- |
| Information element | Status | Description |
| List of AC characteristics (NOTE 1) | O | Describes the ACs for which a matching EAS is needed. |
| > AC profile (NOTE 2) | M | AC profile containing parameters used to determine matching EAS. AC profiles are further described in Table 8.2.2-1 of TS 23.558 [3]. |
| List of EAS characteristics (NOTE 1, NOTE 3) | O | Describes the characteristic of required EASs. |
| > EASID | O | Identifier of the required EAS. |
| > EAS provider identifier | O | Identifier of the required EAS provider |
| > EAS type | O | The category or type of required EAS (e.g. V2X) |
| > EAS schedule | O | Required availability schedule of the EAS (e.g. time windows) |
| > EAS Geographical Service Area | O | Location(s) (e.g. geographical area, route) where the EAS service should be available. |
| > EAS Topological Service Area  | O | Topological area (e.g. cell ID, TAI) for which the EAS service should be available. See possible formats in Table 8.2.7-1 of TS 23.558 [3]. |
| > Service continuity support | O | Indicates if the service continuity support is required or not. |
| > EAS status | O | Required status of the EAS (e.g. enabled, disabled, etc.)  |
| > Service permission level | O | Required level of service permissions e.g. trial, gold-class |
| > Service feature(s) | O | Required service features e.g. single vs. multi-player gaming service |
| NOTE 1: Only one of the information elements shall be present.NOTE 2: "Preferred ECSP list" IE shall not be present.NOTE 3: The "List of EAS characteristics" IE must include at least one optional IE, if used as an EAS discovery filter. |

Table Z: EAS discovery response

|  |  |  |
| --- | --- | --- |
| Information element | Status | Description |
| Successful response | O | Indicates that the EAS discovery request was successful. |
| > Discovered EAS list | O | List of discovered EAS(s). Each element includes the information described below. |
| >> EAS profile | M | Profile of the EAS. Each element is described in clause 8.2.4 of TS 23.558 [3]. |
| >> Lifetime | O | Time interval or duration during which the information elements in the EAS profile is valid and supposed to be cached in the EEC (e.g. time-to-live value for an EAS Endpoint) |
| Failure response | O | Indicates that the EAS discovery request failed. |
| > Cause | O | Indicates the cause of EAS discovery request failure. |

4. EAS relocation:

- The *detection entity* role can be potentially performed by the Application Client (AC), the Edge Enabler Client (EEC), an Edge Enabler Server (EES) and/or an Edge Application Server (EAS).

- A *decision-making entity* determines that application context relocation is required and instructs the execution entity to perform application context transfer.

- An *execution entity* performs application context relocation as and when instructed by the decision-making entity.

- After successful application context relocation, the EES is informed of the completion by the EAS and the EEC is informed of the completion by the EES.

Figure 2 represents the SA6 edge server architecture as defined in [3].

The XR server capabilities needed for the split rendering use-case if run on an edge server, is supported by an Edge Application Server (EAS) in the above figure.

TS23.558 [3] provides Edge Application Server KPI discovery as shown in Table 1:

Table 1: Edge Application Server Service KPIs

|  |  |  |
| --- | --- | --- |
| Information element | Status | Description |
| Maximum Request rate | O | Maximum request rate from the Application Client supported by the server.  |
| Maximum Response time | O | The maximum response time advertised for the Application Client's service requests. |
| Availability | O | Advertised percentage of time the server is available for the Application Client's use. |
| Available Compute | O | The maximum compute resource available for the Application Client. |
| Available Graphical Compute | O | The maximum graphical compute resource available for the Application Client. |
| Available Memory | O | The maximum memory resource available for the Application Client. |
| Available Storage | O | The maximum storage resource available for the Application Client. |
| Connection Bandwidth | O | The connection bandwidth in Kbit/s advertised for the Application Client's use. |