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Definitions and abbreviations

3.1
Definitions

For the purposes of the present document, the terms and definitions given in 3GPP TR 21.905 [1] and the following apply:

NOTE:
A term defined in the present document takes precedence over the definition of the same term, if any, in 3GPP TR 21.905 [1].

example: text used to clarify abstract rules by applying them literally.

AMR, AMR-NB: Both names refer to the AMR codec (3GPP TS 26.071 [11]) and are used interchangeably in this specification.
Bitstream: A bitstream that conforms to a video or audio encoding format 
CHEM: The Coverage and Handoff Enhancements using Multimedia error robustness feature.
Codec mode: Used for the AMR and AMR-WB codecs to identify one specific bitrate. For example AMR includes 8 codec modes (excluding SID), each of different bitrate.
Constrained terminal: UE that is (i) operating in radio access capability category series "M" capable of supporting conversational services, and/or (ii) a wearable device which is constrained in size, weight or power consumption (e.g. connected watches), excluding smartphones and feature phones.

DCMTSI client: A data channel capable MTSI client supporting data channel media as defined in clause 6.2.10.

DCMTSI client in terminal: A DCMTSI client that is implemented in a terminal or UE. The term "DCMTSI client in terminal" is used in this document when entities such as MRFP, MRFC or media gateways are excluded.
Dual-mono: A variant of 2-channel stereo encoding where two instances of a mono codec are used to encode a 2-channel stereo signal.
Evolved UTRAN: Evolved UTRAN is an evolution of the 3G UMTS radio-access network towards a high-data-rate, low-latency and packet-optimized radio-access network.
EVS codec: The EVS codec includes two operational modes: EVS Primary operational mode (‘EVS Primary mode’) and EVS AMR-WB Inter-Operable (‘EVS AMR-WB IO mode’). When using EVS AMR-WB IO mode the speech frames are bitstream interoperable with the AMR-WB codec [18]. Frames generated by an EVS AMR-WB IO mode encoder can be decoded by an AMR-WB decoder, without the need for transcoding. Likewise, frames generated by an AMR-WB encoder can be decoded by an EVS AMR-WB IO mode decoder, without the need for transcoding.

EVS Primary mode: Includes 11 bit-rates for fixed-rate or multi-rate operation; 1 average bit-rate for variable bit-rate operation; and 1 bit-rate for SID (3GPP TS 26.441 [121]). The EVS Primary can encode narrowband, wideband, super-wideband and fullband signals. None of these bit-rates are interoperable with the AMR-WB codec.

EVS AMR-WB IO mode: Includes 9 codec modes and SID. All are bitstream interoperable with the AMR-WB codec (3GPP TS 26.171 ‎‎[17]).

Field of View: The extent of visible area expressed with vertical and horizontal angles, in degrees in the 3GPP 3DOF reference system as defined in TS 26.118.
Fisheye Video: Video captured by a wide-angle camera lens that usually captures an approximately hemispherical field of view and projects it as a circular image.
Frame Loss Rate (FLR): The percentage of speech frames not delivered to the decoder. FLR includes speech frames that are not received in time to be used for decoding.
ITT4RT client: MTSI client supporting the Immersive Teleconferencing and Telepresence for Remote Terminals (ITT4RT) feature, as defined in Annex X.
ITT4RT-Tx client: ITT4RT client only capable of sending immersive video.
ITT4RT-Rx client: ITT4RT client only capable of receiving immersive video
ITT4RT MRF: An ITT4RT client implemented by functionality included in the MRFC and the MRFP.
ITT4RT client in terminal: An ITT4RT client that is implemented in a terminal or UE. The term "ITT4RT client in terminal" is used in this document when entities such as ITT4RT MRF is excluded.
Mode-set: Used for the AMR and AMR-WB codecs to identify the codec modes that can be used in a session. A mode-set can include one or more codec modes.

MSMTSI client: A multi-stream capable MTSI client supporting multiple streams as defined in Annex S. An MTSI client may support multiple streams, even of the same media type, without being an MSMTSI client. Such an MTSI client may, for example, add a second video to an ongoing video telephony session as shown in Annex A.11. In that case, the MTSI client is an MSMTSI client only if it is fully compliant with Annex S.

MSMTSI MRF: An MSMTSI client implemented by functionality included in the MRFC and the MRFP.
MSMTSI client in terminal: An MSMTSI client that is implemented in a terminal or UE. The term "MSMTSI client in terminal" is used in this document when entities such as MRFP, MRFC or media gateways are excluded.
MTSI client: A function in a terminal or in a network entity (e.g. a MRFP) that supports MTSI.

MTSI client in terminal: An MTSI client that is implemented in a terminal or UE. The term "MTSI client in terminal" is used in this document when entities such as MRFP, MRFC or media gateways are excluded.

MTSI media gateway (or MTSI MGW): A media gateway that provides interworking between an MTSI client and a non MTSI client, e.g. a CS UE. The term MTSI media gateway is used in a broad sense, as it is outside the scope of the current specification to make the distinction whether certain functionality should be implemented in the MGW or in the MGCF.

Omnidirectional media: Media such as image or video and its associated audio that enable rendering according to the user's viewing orientation, if consumed with a head-mounted device, or according to user's desired viewport, otherwise, as if the user was in the spot where and when the media was captured.
Operational mode: Used for the EVS codec to distinguish between EVS Primary mode and EVS AMR-WB IO mode.
Overlay: A piece of visual media rendered over omnidirectional video or image item or over a viewport.
Pose: Position and rotation information associated to a viewport. 
Projected picture: Picture that has a representation format specified by an omnidirectional video projection format.
Projection: Inverse of the process by which the samples of a projected picture are mapped to a set of positions identified by a set of azimuth and elevation coordinates on a unit sphere.
Simulcast: Simultaneously sending different encoded representations (simulcast formats) of a single media source (e.g. originating from a single microphone or camera) in different simulcast streams.

Simulcast format: The encoded format used by a single simulcast stream, typically represented by an SDP format and all SDP attributes that apply to that particular SDP format, indicated in RTP by the RTP header payload type field.

Simulcast stream: The RTP stream carrying a single simulcast format in a simulcast.
Viewport: Region of omnidirectional image or video suitable for display and viewing by the user.
3.2
Abbreviations

For the purposes of the present document, the abbreviations given in 3GPP TR 21.905 [1] and the following apply:

NOTE:
An abbreviation defined in the present document takes precedence over the definition of the same abbreviation, if any, in 3GPP TR 21.905 [1].

3DOF
3 Degrees of freedom 

5GC
5G Core Network
AC
Alternating Current

AL-SDU
Application Layer - Service Data Unit

AMR
Adaptive Multi-Rate

AMR-NB
Adaptive Multi-Rate - NarrowBand

AMR-WB
Adaptive Multi-Rate - WideBand

AMR-WB IO
Adaptive Multi-Rate - WideBand Inter-operable Mode, included in the EVS codec
ANBR
Access Network Bitrate Recommendation

ANBRQ
Access Network Bitrate Recommendation Query
APP
APPlication-defined RTCP packet

ARQ
Automatic repeat ReQuest

AS
Application Server

ATCF
Access Transfer Control Function

ATGW
Access Transfer GateWay

AVC
Advanced Video Coding

BFCP
Binary Floor Control Protocol

CCM
Codec Control Messages

CDF
Cumulative Distribution Function
cDRX
Connected Mode DRX

CHEM
Coverage and Handoff Enhancements using Multimedia error robustness feature
CMP
Cube-Map Projection

CMR
Codec Mode Request

cps
characters per second

CS
Circuit Switched

CSCF
Call Session Control Function

CTM
Cellular Text telephone Modem

CVO
Coordination of Video Orientation

DBI
Delay Budget Information

DRB
Data Radio Bearer
DRX
Discontinuous Reception

DTLS
Datagram Transport Layer Security
DTMF
Dual Tone Multi-Frequency

DTX
Discontinuous Transmission

ECN
Explicit Congestion Notification

ECN-CE
ECN Congestion Experienced

ECT
ECN Capable Transport

eNodeB
E-UTRAN Node B

ERP
EquiRectangular Projection

E-UTRAN
Evolved UTRAN
EVS
Enhanced Voice Services

FECC
Far End Camera Control
FIR
Full Intra Request

FLR
Frame Loss Rate

FoIP
Facsimile over IP
FOV
Field Of View

GIP
Generic IP access

GOB
Group Of Blocks

H-ARQ
Hybrid - ARQ

HEVC
High Efficiency Video Coding

HMD
Head Mounted Display

HSPA
High Speed Packet Access

ICM
Initial Codec Mode

IDR
Instantaneous Decoding Refresh

IFP
Internet Facsimile Protocol

IFT
Internet Facsimile Transfer

IMS
IP Multimedia Subsystem

IP
Internet Protocol

IPv4
Internet Protocol version 4

IRAP
Intra Random Access Point

ITT4RT
Immersive Teleconferencing and Telepresence for Remote Terminals
ITU-T
International Telecommunications Union - Telecommunications

JBM
Jitter Buffer Management

MGCF
Media Gateway Control Function

MGW
Media GateWay

MIME
Multipurpose Internet Mail Extensions

MO
Management Object

MPEG
Moving Picture Experts Group

MRFC
Media Resource Function Controller

MRFP
Media Resource Function Processor

MSMTSI
Multi-Stream Multimedia Telephony Service for IMS

MSRP
Message Session Relay Protocol

MTSI
Multimedia Telephony Service for IMS

MTU
Maximum Transfer Unit

NACK
Negative ACKnowledgment

NNI
Network-to-Network Interface

NTP
Network Time Protocol

OMAF
Omnidirectional MediA Format

PCM
Pulse Code Modulation

PDCP
Packet Data Convergence Protocol
PDP
Packet Data Protocol

PLI
Picture Loss Indication

PLR
Packet Loss Ratio
POI
Point Of Interconnect

PSTN
Public Switched Telephone Network

PTZF
Pan, Tilt, Zoom and Focus

QCI
QoS Class Identifier

QMC
QoE Measurement Collection
QoE
Quality of Experience

QoS
Quality of Service

QP
Quantization Parameter
RoHC
Robust HeaderCompression

ROI
Region of Interest

RR
Receiver Report

RTCP
RTP Control Protocol

RTP
Real-time Transport Protocol
RWP
Region-Wise Packing
SB-ADPCM
Sub-Band Adaptive Differential PCM
SC-VBR
Source Controlled VBR

SCTP
Stream Control Transmission Protocol
SDAP
Service Data Adaptation Protocol
SDP
Session Description Protocol

SDPCapNeg
SDP Capability Negotiation

SEI
Supplemental Enhancement Information

SID
SIlence Descriptor

SIP
Session Initiation Protocol

SR
Sender Report

SRVCC
Single Radio Voice Call Continuity
TFO
Tandem-Free Operation

TISPAN
Telecoms and Internet converged Services and Protocols for Advanced Network

TMMBN
Temporary Maximum Media Bit-rate Notification

TMMBR
Temporary Maximum Media Bit-rate Request

TrFO
Transcoder-Free Operation

UDP
User Datagram Protocol

UDPTL
Facsimile UDP Transport Layer (protocol)

UE
User Equipment
VDP
Viewport Dependent Processing
VoIP
Voice over IP

VOP
Video Object Plane

VR
Virtual Reality

WebRTC
Web Real-Time Communication
	Second Change (NEW)


Annex X (normative):
Immersive Teleconferencing and Telepresence for Remote Terminals (ITT4RT)
X.1
General

The MTSI terminal may support the Immersive Teleconferencing and Telepresence for Remote Terminals (ITT4RT) feature as defined in this clause. MTSI clients supporting the ITT4RT feature shall be referred to as ITT4RT clients.

ITT4RT functionality for MTSI enables support of an immersive experience for remote terminals joining teleconferencing and telepresence sessions. It addresses scenarios with two-way audio and one-way immersive video, e.g., a remote single user wearing an HMD participates to a conference will send audio and optionally 2D video (e.g., of a presentation, screen sharing and/or a capture of the user itself), but receives stereo or immersive voice/audio and immersive video captured by an omnidirectional camera in a conference room connected to a fixed network.
Since immersive video support for ITT4RT is unidirectional, ITT4RT clients supporting immersive video are further classified into two types to distinguish between the capabilities for sending or receiving immersive video: (i) ITT4RT-Tx client, which is an ITT4RT client only capable of sending immersive video, and (ii) ITT4RT-Rx client, which is an ITT4RT client only capable of receiving immersive video. Such a classification does not apply for ITT4RT clients supporting immersive speech/audio, since the support for immersive speech/audio is expected to be bi-directional. It should also be noted that a terminal containing ITT4RT-Tx or ITT4RT-Rx client capabilities may also contain further MTSI client capabilities to support bi-directional 2D video.

MTSI gateways supporting ITT4RT functionality are referred to as ITT4RT MRF, which is an ITT4RT client implemented by functionality included in the ITT4RT MRF. An ITT4RT MRF supporting immersive video contains both ITT4RT-Tx and ITT4RT-Rx clients.
For the current release of MTSI, ITT4RT client support for immersive video shall be limited to 360-degree video support only, also known as omnidirectional video. 

X.2
Architecture and Interfaces

[Address relevant aspects such as:

· definitions, 
· reference and coordinate systems, 
· video signal representation,
· audio signal representation,   

· end-to-end reference architecture
· client reference architecture]
<Reference content from TS 26.118 as appropriate, e.g., on definitions, coordinate systems, etc.>

Definitions, reference and coordinate systems, video signal representation and audio signal representation as described in clause 4.1 of TS 26.118 [R2] are applicable.

Figure X.1 provides a possible sender architecture that produces the RTP streams containing 360-degree (omnidirectional) video and immersive speech/audio as applicable to an ITT4RT client in terminal. VR content acquisition includes capture of 360-degree video and immersive speech/audio, as well as other relevant content such as overlays. Following VR content pre-processing and encoding of 360-degree video and immersive speech/audio components, the corresponding elementary streams are generated. For 360-degree video, pre-processing may include video stitching, rotation or other translations, and the pre-processed 360-degree video is then passed into the projection functionality in order to map 360-degree video into 2D textures using a mathematically specified projection format. Optionally, the resulting projected video may be further mapped region-wise onto a packed video. In case 360-degree video is fisheye omnidirectional video, pre-processing may include arranging the circular images captured by fisheye lenses onto 2D textures, and the functionality for projection and mapping is not needed. For audio, no stitching process is needed, since the captured signals are inherently immersive and omnidirectional. Followed by the HEVC/AVC encoding of the 2D textures and EVS encoding of immersive speech/audio along with the relevant immersive media metadata (e.g., SEI messages), the consequent video and audio elementary streams are encapsulated into respective RTP streams and transmitted. 

[image: image1]
Figure X.1 - Reference sender architecture for ITT4RT client in terminal
Figure X.2 provides an overview of a possible receiver architecture that reconstructs the 360-degree video and immersive speech/audio in an ITT4RT client in terminal. Note that this figure does not represent an actual implementation, but a logical set of receiver functions. Based on one or more received RTP media streams, the UE parses, possibly decrypts and feeds the elementary video stream to the HEVC/AVC decoder and speech/audio stream into the EVS decoder. The HEVC/AVC decoder obtains the decoder output signal, referred to as the "2D texture", as well as the decoder metadata. Likewise the EVS decoder output signal contains the immersive speech/audio. The decoder metadata for video contains the Supplemental Enhancement Information (SEI) messages, i.e., information carried in the omnidirectional video specific SEI messages, to be used in the rendering phase. In particular, the decoder metadata may be used by the Texture-to-Sphere Mapping function to generate a 360-degree video (or part thereof) based on the decoded output signal, i.e., the texture. The viewport is then generated from the 360-degree video signal (or part thereof) by taking into account the pose information from sensors, display characteristics as well as possibly other metadata. 

For 360-degree video, the following components are applicable:

-
The RTP stream contains an HEVC or an AVC bitstream with omnidirectional video specific SEI messages. In particular, the omnidirectional video specific SEI messages as defined in ISO/IEC 23008-2 [119] and ISO/IEC 14496-10 [24] may be present.

-
The video elementary stream(s) areencoded following the requirements in clause X.3 

[image: image2]
Figure X.2 - Reference receiver architecture for ITT4RT- client in terminal
The output signal, i.e., the decoded picture or "texture", is then rendered using the Decoder Metadata information in relevant SEI messages contained in the video elementary streams as well as the relevant information signalled at the RTP/RTCP level (in the viewport-dependent case). The Decoder Metadata is used when performing rendering operations such as region-wise unpacking, projection de-mapping and rotation toward creating spherical content for each eye.
<Editor’s Note: Produce another reference client architetecture for the VDP case with new arrows for RTCP etc.>
Viewport-dependent 360-degree video processing could be supported for both point-to-point conversational sessions and multiparty conferencing scenarios and can be achieved by sending from the ITT4RT-Rx client RTCP feedback  messages with  viewport information and then encoding and sending the corresponding viewport by the ITT4RT-Tx client or by the ITT4RT-MRF. This is expected to deliver resolutions higher than the viewport independent approach for the desired viewport. The transmitted RTP stream from the ITT4RT-Tx client or ITT4RT-MRF may also include the information on the region of the 360-degree video encoded in higher quality in an RTP header extension message as the video generated, encoded and streamed by the ITT4RT-Tx client may cover a larger area than the desired viewport. Viewport-dependent processing is  realized via RTP/RTCP based protocols that are supported by ITT4RT clients. The use of RTP/RTCP based protocols for viewport-dependent processing is further described in clause X.6.2.
<Editor’s Note: need to include a figure and description of an end to end architecture containing these entities> 

<Editor’s Note: Audio architecture needs to be integrated.>
X.3
Immersive Video Support

ITT4RT-Rx clients in terminals offering video communication shall support decoding capabilities based on:

-
H.264 (AVC) [24] Constrained High Profile, Level 5.1 with the following additional restrictions and requirements on the bitstream:

-    the maximum VCL Bit Rate is constrained to be 120 Mbps with cpbBrVclFactor and cpbBrNalFactor being fixed to be 1250 and 1500, respectively.
-    the bitstream does not contain more than 10 slices per picture.
-
H.265 (HEVC) [119] Main 10 Profile, Main Tier, Level 5.1. 

ITT4RT-Tx clients in terminals offering video communication shall support encoding up to the maximum capabilities (e.g., color bit-depth, luma samples per second, luma picture size, frames per second) compatible with decoders compliant with the following on the bitstream:

-
H.264 (AVC) [24] Constrained High Profile, Level 5.1 with the following additional restrictions and requirements:

-    the maximum VCL Bit Rate is constrained to be 120 Mbps with cpbBrVclFactor and cpbBrNalFactor being fixed to be 1250 and 1500, respectively.
-    the bitstream does not contain more than 10 slices per picture.
-
H.265 (HEVC) [119] Main 10 Profile, Main Tier, Level 5.1. 
For 360-degree video delivery across ITT4RT clients, the following components are applicable:

-
The RTP stream is expected to contain an HEVC or an AVC bitstream with omnidirectional video specific SEI messages. In particular, the omnidirectional video specific SEI messages as defined in ISO/IEC 23008-2 [119] or ISO/IEC 14496-10 [24] may be present for the respective HEVC or AVC bitstreams.

-
The video elementary stream(s) shall be encoded following the requirements in the Omnidirectional Media Format (OMAF) specification ISO/IEC 23090-2 [R1], clauses 10.1.2.2 (viewport-independent case) or 10.1.3.2 (viewport-dependent case) for HEVC bitstreams and clause 10.1.4.2 for AVC bitstreams. Furthermore, the general video codec requirements for AVC and HEVC in clause 5.2.2 of TS 26.114 also apply.
ITT4RT-Rx clients are expected to be able to process the VR metadata carried in SEI messages for rendering 360-degree video. Relevant SEI messages contained in the elementary stream(s) with decoder rendering metadata may include the following information as per ISO/IEC 23008-2 [119] and ISO/IEC 14496-10 [24]:

-
Region-wise packing information, e.g., carrying region-wise packing format indication and also any coverage restrictions

-
Projection mapping information, indicating the projection format in use, e.g., Equi-rectangular projection (ERP) or Cubemap projection (CMP)

-
Padding, indicating whether there is padding or guard band in the packed picture

-
Frame packing arrangement, indicating the frame packing format for stereoscopic content

-
Content pre-rotation information, indicating the amount of sphere rotation, if any, applied to the sphere signal before projection and region-wise packing at the encoder side

-
Fisheye video information, indicating that the picture is a fisheye video picture containing a number of active areas captured by fisheye camera lens.  This information enables remapping of the colour samples of the pictures onto a sphere coordinate space

[With regards to the negotiation of SEI messages for carriage of decoder rendering metadata, procedures specified in IETF RFC 7798 [6] on the RTP payload format for HEVC may be reused. In particular, RFC 7798 can allow exposing SEI messages related to decoder rendering metadata for omnidirectional media in the SDP using the 'sprop-sei' parameter, which allows to convey one or more SEI messages that describe bitstream characteristics. When present, a decoder can rely on the bitstream characteristics that are described in the SEI messages for the entire duration of the session. Intentionally, RFC 7798 does not list an applicable or inapplicable SEI messages to be listed as part of this parameter, so the newly defined SEI messages for omnidirectional media in ISO/IEC 23008-2 can be signalled. It is expected that both MTSI clients and MTSI gateways support RTP payload formats for VR support.
Editor’s Note: It is to be decided whether SEI messages for omnidirectional video needs to be explicitly negotiated or whether ITT4RT-MTSI clients must support these messages]
[ITT4RT-Tx clients supporting 360-degree video shall include the following omnidirectional video specific SEI messages as defined in ISO/IEC 23008-2 [119] and ISO/IEC 14496-10 [24] in the video elementary streams corresponding to HEVC or AVC bitstreams:

1) the equirectangular projection SEI message,
2) the cubemap projection SEI message,
3) the sphere rotation SEI message, and
4) the region-wise packing SEI message.
Furthermore, ITT4RT-Tx clients supporting fisheye video shall include the following omnidirectional video specific SEI messages as defined in ISO/IEC 23008-2 [119] and ISO/IEC 14496-10 [24] in the video elementary streams corresponding to HEVC or AVC bitstreams::
1)   the fisheye video information SEI message (for fisheye video).
For stereoscopic video support, ITT4RT clients supporting video communication shall also support of a subset of the frame packing arrangement SEI message as in ISO/IEC 23090-2 [X3] – details are TBD.

Editor’s Note: Need to compare and possibly consolidate with bitstream requirements for 3GPP VR streaming operation points defined in clause 5.1 of TS 26.118.
]
X.4
Immersive Voice/Audio Support
TBD

X.5
Media configuration

X.5.1
General

Based on the architecture described in clause X.2, an SDP framework for immersive video and immersive voice/audio exchange for ITT4RT is presented to negotiate codec support, SEI messages for decoder rendering metadata, as well as RTP/RTCP signaling necessary for viewport dependent processing. 

The SDP attributes 3gpp_360video, 3gpp_overlay, 3gpp_360bg shall be used to indicate respectively a 360-degree video stream, a spherical overlay and a 360-degree background image (or series of images or video). The detailed definition and usage of these SDP attributes are presented in the clauses below.
X.5.2
Main 360-degree video

A new SDP attribute 3gpp_360video is defined with the following ABNF:

3gpp_360video = "a=3gpp_video:" [SP "VDP" SP "Stereo"]

The semantics of the above attribute and parameters is provided below.  Unsupported parameters of the 3gpp_360video attribute may be ignored. 

An ITT4RT client in terminal supporting the 3gpp_360video attribute without using viewport-dependent processing (VDP) or stereoscopic video for video shall support the following procedures:

·  when sending an SDP offer, the ITT4RT client includes the 3gpp_360video attribute in the media description for video in the SDP offer

·  when sending an SDP answer, the ITT4RT client includes the 3gpp_360video attribute in the media description for video in the SDP answer if the 3gpp_360video attribute was received in an SDP offer

·  after successful negotiation of the 3gpp_360video attribute in the SDP, for the video streams based on the HEVC or AVC codec, the ITT4RT clients exchange an RTP-based video stream containing an HEVC or AVC bitstream with omnidirectional video specific SEI messages as defined in clause X.3 
An ITT4RT client in terminal supporting the 3gpp_360video attribute supporting use of viewport-dependent processing (VDP) shall include the VDP parameter in the SDP offer and answer. Depending on the value indicated by the VDP parameter, the ITT4RT client in terminal shall further support the following procedures:

· the RTCP feedback (FB) message described in clause X.6.2 type to carry desired or requested viewport information during the RTP streaming of media (signalled from the MTSI receiver (ITT4RT-Rx client) to the MTSI sender (ITT4RT-Tx client)). 
An ITT4RT client shall not include VDP parameter in the SDP answer if the SDP offer contains the 3gpp_360video attribute without the VDP parameter.
[Editor’s Note: Additional viewport-dependent processing capabilities from the PD may be added later, including signaling of desired ROI, viewport margin and actually transmitted viewport. ] 
[An ITT4RT client in terminal supporting the 3gpp_360video attribute with stereoscopic video support shall include the Stereo parameter and shall further support frame packing arrangement SEI message as in ISO/IEC 23090-2 [119] for HEVC and ISO/IEC 14496-10 [24] – further details TBD. ]
<Additional aspects from the PD to be incorporated>

[

· Offering 360-degree video in multiple versions

The media with attribute a=3gpp_360video may not be a full 360-degree video, but a partial sphere. The following fields define the 360-degree video. 

i. cfov (Capture FoV) may be used to express the extent (range) of the source with respect to the unit sphere. The range is expressed in unit of degrees with an x parameter for azimuth range and a y parameter for elevation range. In the absence of cfov, the default value of x and y are 360 and 180 degrees, respectively. 
ii. pfov. The receiver may respond with a Preferred FoV, where pfov <= cfov in one of both the x and y dimensions. The pfov range is expressed in unit of degrees with an x parameter for azimuth range and a y parameter for elevation range. In the absence of pfov, it should be assumed to be the same as cfov. 
iii. cfov_center and pfov_center attributes may be used to define the center respectively of the Capture FoV and the Preferred FoV with respect to the global coordinates. The range in pfov and cfov pass through the defined center. In the absence of a cfov_center or pfov_center value, the global (0,0) coordinates will be assumed as the center of azimuth and elevation range in cfov and/or pfov. These two parameters are expressed in units of degrees with an x parameter for azimuth range and a y parameter for elevation range.
During a VR conference call, a 360-degree video sender may offer an overlay and a 2D version of the ominidirectional video for receivers that are not viewing the content immersively. For example, in the case of multiple 360-degree sender, receivers in of sender A for instance can receive the stream for sender B as an overlay. The SDP offer is similar to the way MTSI offers multiple encoding options, so each receiver would choose only one of these proposed formats. 

· Viewport control definition
The viewport control parameter as defined in 9.10 is added as part of the 3gpp_360video as follows: 

- viewport-ctrl: The source of viewport control for viewport dependent delivery, e.g., device-signalled, presenter-viewport, device-not-signalled. 

[- margin: margin sizes to be used with the viewport]  

· Resolution of 360-degree content

The imageattr attribute indicates the resolution of the delivered content based on the cfov and pfov options. 

a=imageattr:100 send [x=1920,y=1080]
· Grouping of media

Grouping of certain overlays or background media with a particular omnidirectional video may be done using mid and itt4rt_group attribute. If a new media stream becomes available, an updated itt4rt_group line using previously shared mids can be added in the new offer with the new stream. 
X.4.3
Still Background

· Background area

A background stream may be offered for a 360-degree video as a separate stream using the parameter 3gpp_360bg. For now, the ITT4RT use cases only propose using a still background image. However, the same parameter can be used for a background video. 

Note: Additional information may be needed to define the background stream that is FFS,  e.g., sphere-locking, transparency. 

]

X.4.4
Overlays

[

ISO/IEC 23090-2 defines an overlay as a piece of visual media rendered over omnidirectional video or image item or over a viewport.
The SDP signaling semantics in Section 9.6 currently defined as a potential solution for predefined region signaling will have the following applicability:

· Allow adding real-time overlay on the top of a pre-defined region. Client devices may use the pre-defined regions as hints for personalized overlay operations. Compared to handling overlays for all audience on the server side, a client device may utilize its own computing power to generate overlays on pre-defined regions. 

· Content to be overlaid on the predefined region may be encoded and transported separately with higher quality.   

An MTSI sender supporting the ‘Overlay’ feature can allow adding real-time overlay on top of a 360 background and offer this capability in the SDP as part of the the initial offer-answer negotiation. Regions for overlays can be offered by including the "a=overlay" attribute under the relevant media line corresponding to the related 360-degree video and overlay images. The following parameters can be provided in the attribute for each overlay:

Editor’s Note: The parameters below are aligned with “Sphere-relative two-dimensional overlay” specification in OMAF.

· Overlay_ID – identifies the offered  region for overlay

· Overlay_azimuth: Specifies the azimuth angle of the centre of the offered  overlay region on the unit sphere in units of 2−16 degrees relative to the global coordinate axes. 

· Overlay_elevation: Specifies the elevation angle of the centre of the offered  overlay region on the unit sphere in units of 2−16 degrees relative to the global coordinate axes. 

· Overlay_tilt: Specifies the tilt angle of the offered overlay region, in units of 2−16 degrees, relative to the global coordinate axes. 

· Overlay_azimuth_range: Specifies the azimuth range of the offered region corresponding to the 2D plane on which the overlay is rendered through the centre point of the overlay region in units of 2−16 degrees. 

· Overlay_elevation_range: Specifies the elevation range of the offered region corresponding to to the 2D plane on which the overlay is rendered  through the centre point of the overlay region in units of 2−16 degrees. 

· Overlay_rot_yaw, Overlay_rot_pitch, and Overlay_rot_roll specify the rotation of the 2D plane on which the overlay is rendered. Prior to rendering the 2D plane, it may be rotated as specified by overlay_rot_yaw, overlay_rot_pitch and overlay_rot_yaw and placed on a certain distance as specified by region_depth_minus1. The rotations are relative to the coordinate system as specified in clause 5.1 of ISO/IEC 23090-2 in which the origin of the coordinate system is in the centre of the overlay region, the X axis is towards the origin of the global coordinate axes, the Y axis is towards the point on the plane that corresponds to cAzimuth1 in Figure 7‑4 of ISO/IEC 23090-2, and the Z axis is towards the point on the plane that corresponds to cElevation2 in Figure 7‑4 of ISO/IEC 23090-2. overlay_rot_yaw expresses a rotation around the Z axis, overlay_rot_pitch rotates around the Y axis, and overlay_rot_roll rotates around the X axis. Rotations are extrinsic, i.e., around X, Y, and Z fixed reference axes. The angles increase clockwise when looking from the origin towards the positive end of an axis. The rotations are applied starting from overlay_rot_yaw, followed by overlay_rot_pitch, and ending with overlay_rot_roll.
· region_depth_minus1 - indicates the depth (z-value) of the region on which the overlay is to be rendered. The depth value is the norm of the normal vector of the overlay region. region_depth_minus1 + 1 specifies the depth value relative to a unit sphere in units of 2−16.
· timeline_change_flag equal to 1 specifies that the overlay content playback shall pause if the overlay is not in the user's current viewport, and when the overlay is back in the user's viewport the overlay content playback shall resume with the global presentation timeline of the content. The content in the intermediate interval is skipped. timeline_change_flag equal to 0 specifies that the overlay content playback shall pause if the overlay is not in the user's current viewport, and when the overlay is back in the user's viewport the overlay content playback resumes from the paused sample. This prevents loss of any content due to the overlay being away from the user's current viewport.

· Name- specifies the name of the offered  region for overlay.

Editor’s Note: The parameters below are aligned with “Viewport-relative overlay” specification in OMAF.

· Overlay_ID – identifies the offered region for overlay

· Overlay_rect_left_percent: Specifies the x-coordinate of the top-left corner of the rectangular region of the overlay to be rendered on the viewport in per cents relative to the width and height of the viewport. The values are indicated in units of 2-16 in the range of 0 (indicating 0%), inclusive, up to but excluding 65536 (that indicates 100%).
· Overlay_rect_top_percent: Specifies the y-coordinate of the top-left corner of the rectangular region of the overlay to be rendered on the viewport in per cents relative to the width and height of the viewport. The values are indicated in units of 2-16 in the range of 0 (indicating 0%), inclusive, up to but excluding 65536 (that indicates 100%).
· Overlay_rect_width_percent: Specifies the width of the top-left corner of the rectangular region of the overlay to be rendered on the viewport in per cents relative to the width and height of the viewport. The values are indicated in units of 2-16 in the range of 0 (indicating 0%), inclusive, up to but excluding 65536 (that indicates 100%).
· Overlay_rect_height_percent: Specifies the height of the top-left corner of the rectangular region of the overlay to be rendered on the viewport in per cents relative to the width and height of the viewport. The values are indicated in units of 2-16 in the range of 0 (indicating 0%), inclusive, up to but excluding 65536 (that indicates 100%).
NOTE:
The size of overlay region over the viewport changes according to the viewport resolution and aspect ratio. However, the aspect ratio of the overlaid media is not intended to be changed.

· Relative_disparity_flag indicates whether the disparity is provided as a percentage value of the width of the display window for one view (when the value is equal to 1) or as a number of pixels (when the value is equal to 0). This applies for the case when there is a monoscopic overlay.

· Disparity_in_percent: Specifies the disparity, in units of 2−16, as a fraction of the width of the display window for one view. The value may be negative, in which case the displacement direction is reversed. This value is used to displace the region to the left on the left eye view and to the right on the right eye view. This applies for the case when there is a monoscopic overlay and stereoscopic background visual media.

· Disparity_in_pixels indicates the disparity in pixels. The value may be negative, in which case the displacement direction is reversed. This value is used to displace the region to the left on the left eye view and to the right on the right eye view. This applies for the case when there is a monoscopic overlay and stereoscopic background visual media.

· Name- specifies the name of the offered region for overlay.

Editor’s Note: Other overlay definitions in OMAF are not excluded from ITT4RT. Which overlay definition(s) from OMAF are adopted for overlays in ITT4RT is currently TBD.

Editor’s Note: For both of the above overlay types from OMAF, incorporate from the spec further details about the order of operations for overlay rendering (in particular order of translation and rotation).

As controls for user interaction with the overlays, the a=overlay" signalling can optionally include the following additional parameters:

· change_position_flag, when set to 1, specifies that users are allowed to move the overlay window to any location on the viewing sphere or the viewport. 

· change_depth_flag, when set to 1, specifies that the depth of overlay can be chosen by user interaction. When both change_position_flag and change_depth_flag are set to 1 then the X,Y,Z position of the overlay can be freely choosen by user interaction.
· switch_on_off_flag, when set to 1, specifies that the user is allowed to switch ON/OFF the overlay.

· change_opacity_flag, when set to 1, specifies that the user is allowed to change the opacity of the overlay.

· resize_flag, when set to 1, specifies that the user is allowed to resize the overlay window. The field-of-view of the resized overlay window shall be same as that of original overlay window.

· rotation_flag, when set to 1, specifies that the user is allowed to rotate the overlay window to different directions. The field-of-view of the rotated overlay window shall be same as that of original overlay window.

· change_position_flag, change_depth_flag, switch_on_off_flag, change_opacity_flag, resize_flag, or rotation_flag when set to 0, specifies that the user is disallowed to perform the respective operation on the overlay.

Editor’s Note: Default behaviour when the control parameters are not signalled should be explained. One interpretation is that if not signalled renderer is completely free to perform the above operations.

Editor’s Note: Consider the possibility of packing all the flags into a single field with different bit values corresponding to the flags above.

For the negotiated 360-degree video, a=overlay" attribute is expected to contain all of the above parameters for overlays under the m= line for “Viewport-relative overlay” or “Sphere-relative two-dimensional overlay” (controls for user interactivity are optional), each overlay image is expected to only contain the corresponding Overlay_ID parameter as part of a=overlay" attribute. 

In response to the SDP offer with the set of offered regions provided using the "a=overlay" line(s), an MTSI client accepting ‘Overlay’ can provide an SDP answer using the "a=overlay" line(s) containing the accepted set of regions. The accepted set of  regions for overlays would be a subset of the offered set of overlay regions.

A new SDP offer-answer negotiation can be performed to modify the set of regions for overlays. The MTSI sender may update all the content of overlay regions, including the total number of overlay regions, and the spherical coordinates and name of each of the overlay regions.
· Overlays definition
The following aspects are considered for SDP signalling when sending an overlay: 

· A media level attribute a=3gpp_overlay indicates the presence of an overlay. The attribute further defines aspects of the overlay including flags and position. 

· flags: set of eight flags related to overlay positioning, moveability, on/off behavior and resizing is included for overlay media streams. 

· position: position of the overlay on the spherical region if it is to be defined. The fields for position are defined in section 6.3 of PD. Depending on the values within position, a spherical and 2D overlay can be differentiated. 

	Bit Position
	Flag and Value

	0
	0 = Viewport Relative, 1=Sphere relative

	1
	Change_position_flag 

	2
	Switch_on_off_flag 

	3
	Resize_flag

	4
	Rotation_flag

	5
	Opacity_flag

	6
	Timeline_change_flag 

	7
	Reserved 


X.4.5
Fisheye Video

· Identifying the 360 fisheye video stream

Currently three main SDP attributes, 3gpp_360video, 3gpp_overlay, 3gpp_360bg are defined, indicating respectively a 360-degree video stream, a spherical overlay and a 360-degree background image.

We propose to add an additional 3gpp_fisheye attribute that is used to indicate a 360 fisheye video stream.
· Fisheye video SDP attribute parameters

Session level parameters, such as the number of circular fisheye images, can be newly defined as attributes to SDP signalling in order to aid session establishment between the sender and receiver for fisheye video.

· Fisheye video information parameters

Fisheye video information which are required for the stitching or and/or rendering of 360 fisheye video, and which are not necessarily required for the SDP offer and answer (session establishment) negotiation can either be carried inside the SDP signalling, if static for the session, or by some other means if dynamic.

Session static parameters (such as those describing the bitstream characteristics) which are already defined in ISO/IEC 23008-2 as SEI messages may use the ‘sprop-sei’ parameter as specified in clause 6.1 of the PD, but further recommendations in terms of the parameter’s use in conjunction with embedded bitstream metadata should be clarified.

Examples given in IETF RFC 7798 on the usage of the ‘sprop-sei’ parameter imply that certain applications may choose to carry and send SEI messages in sprop-sei rather than in the bitstream itself, saving bits and allowing one to configure the renderer only once.  For other applications, on the other hand, the SEI messages may be sent both in sprop-sei and also inside the bitstream, depending on the parameter and application characteristics.

X.4.6
Camera Calibration for Network-based Stitching

The SDP syntax for a=3gpp-flus-media-configuration is defined with the following ABNF:

3gpp-flus-media-configuration = "a=3gpp-flus-media-configuration:" [SP "Param 1" SP "Param 2" SP ……. SP "Param K"]

where “Param 1”, …. , “Param K” may be the set of intrinsic and extrinsic camera parameters.

3GPP-specific source system description conveyed using the urn identifier such as urn:org:3gpp:itt4rt:default:2020 may imply such an SDP syntax to communicate camera calibration parameters. If the set of parameters to be conveyed is found to considerably increase the SDP size, another alternative may be considered where the camera calibration parameters may be described by a JSON document embedded in the SDP.

For each 2D video capture to be used for network-based stitching, the SDP attribute 3gpp-flus-media-configuration may be included under the m= line to signal the camera calibration parameters associated with that particular media stream. Session-level camera configuration parameters may be signalled using 3gpp-flus-configuration.
The set of camera calibration parameters to be signaled can include lens numbers, layouts, positions, angles, radius and resolutions.  More specifically, detailed camera calibration parameters based on ISO/IEC 23008-2 [3] are provided below, considering the multi-view acquisition information SEI message for HEVC. With these specifications, a 3-dimensional world point, wP = [ x y z ] is mapped to a 2-dimensional camera point, cP[ i ] = [ u v 1 ], for the i-th camera according to:

s * cP[ i ] = A[ i ] * R−1[ i ] * ( wP − T[ i ] )
(eqn. 1)

where A[ i ] denotes the intrinsic camera parameter matrix, R−1[ i ] denotes the inverse of the rotation matrix R[ i ], T[ i ] denotes the translation vector, and s (a scalar value) is an arbitrary scale factor chosen to make the third coordinate of cP[ i ] equal to 1. The elements of A[ i ], R[ i ], T[ i ] are determined according to the syntax elements signalled in this SEI message and as specified below.

Earlier equation can be extended to incorporate the entrance pupil variation proposed in [10]. As a result, we propose to correct the incidence ray of  cP[ i ] = [ u v 1 ] to always pass through the camera optical center. Due to this process the distortion is removed. By adapting the proposal in [10], we propose E[i] as a 1x1 vector that is individually incorporated as follows:

       s * cP[ i ] = A[ i ] * R−1[ i ] * ( (wP + E[i]) − T[ i ] )











(eqn. 2)

where wP + E[i]) = [ x y z+E[i] ], E[i] = e1* 𝞡3 + e2* 𝞡5 + e3* 𝞡7 + e4* 𝞡9, 𝞡 is the incidence angle pertaining to each ray formed by the pixel cP[ i ] = [ u v 1 ], and [e1, e2, e3, e4] are entrance pupil coefficients. In addition, the accuracy of these entrance pupil parameters have an influence of the accuracy of estimated extrinsic parameters and thus improve the future imaging tasks. If not available, vector E is considered as 0 and a fallback to eqn. 1 is expected.

More specifically, the following intrinsic camera parameters can be signalled in the SDP for each camera as per ISO/IEC 23008-2 [3]:

focalLengthX[ i ] specifies the focal length of the i-th camera in the horizontal direction as a signed floating-point number. 

focalLengthY[ i ] specifies the focal length of the i-th camera in the vertical direction as a signed floating-point number. 

principalPointX[ i ] specifies the principal point of the i-th camera in the horizontal direction as a signed floating-point number. 

principalPointY[ i ] specifies the principal point of the i-th camera in the vertical direction as a signed floating-point number. 

skewFactor[ i ] specifies the skew factor of the i-th camera as a signed floating-point number. 

The intrinsic matrix A[ i ] for i-th camera is represented by:
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It is possible that the intrinsic camera parameters are equal for all of the cameras. In that case, only one set of values based on the above parameters would need to be signalled, e.g., via SDP signalling at the session level.

Furthermore, the following extrinsic camera parameters can be signalled in the SDP for each camera as per ISO/IEC 23008-2 [3]:

rE[ i ][ j ][ k ] specifies the ( j, k ) component of the rotation matrix for the i-th camera as a signed floating-point number. 

The rotation matrix R[ i ] for i-th camera is represented as follows:
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tE[ i ][ j ] specifies the j-th component of the translation vector for the i-th camera as a signed floating-point number. 

The translation vector T[ i ] for the i-th camera is represented by:
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E[ i ][ j ] specifies the j-th component of the entrance pupil vector E[i] for the i-th camera as a signed floating-point number, as per eqn (2) above. 

]
X.6
Media transport

X.6.1
RTP
<TBD>
<Relevant content from PD>

[

1. A new RTP header extension type to carry actually transmitted viewport information (i.e., high quality region) during the RTP transmission of media (signalled from the MTSI sender to the MTSI receiver) carrying the Viewport_azimuth, Viewport_elevation, Viewport_tilt, Viewport_azimuth_range, and Viewport_elevation_range parameters corresponding to the actually sent viewport.
2. Somewhat similar to #1, PD also mentions: “The SEI messages for region-wise packing (RWP) can be used to carry the information about packed picture mapping to assist the receiver in the understanding of the high-quality and low-quality areas, or be sent as an RTP header extension.” and also “An RTP header extension to carry the selected viewport information (azimuth, elevation and tilt) of the delivered stream may be used as previously discussed in sections 6.1 and 9.4 of the Permanent document when SEI messaging is not used for carrying rotation information for the HQ viewport.”
]
X.6.2
RTCP

The following RTP/RTCP signalling is defined to enable support for viewport-dependent processing:

1)
A new RTCP feedback (FB) message type to carry desired or requested viewport information during the RTP transmission of media (signalled from the MTSI receiver to the MTSI sender).

2)
A new SDP parameter on the RTCP-based ability to signal desired or requested viewport information during the IMS/SIP based capability negotiations. 

The signalling of ‘Viewport’ requests shall use RTCP feedback messages as specified in IETF 4585. The RTCP feedback message is identified by PT (payload type) = PSFB (206) which refers to payload-specific feedback message.  FMT (feedback message type) may be set to the value ‘9’ for ‘Viewport’ feedback messages.  The IANA registration information for the FMT value for ‘Viewport’ is provided in Annex R.1 of TS 26.114. The RTCP feedback method may involve signalling of viewport information in both of the immediate feedback and early RTCP modes.

The FCI (feedback control information) format for Viewport may be as follows. The FCI may contain exactly one viewport. The signalled desired viewport information in the RTCP feedback message for ‘Viewport’ is composed of the following parameters (as aligned with OMAF):

·  Viewport_azimuth: Specifies the azimuth of the centre point of the sphere region corresponding to the desired viewport in units of 2−16 degrees relative to the global coordinate axes. 

·  Viewport_elevation: Specifies the elevation of the centre point of the sphere region corresponding to the desired viewport in units of 2−16 degrees relative to the global coordinate axes. 

·  Viewport_tilt: Specifies the tilt angle of the sphere region corresponding to the desired viewport, in units of 2−16 degrees, relative to the global coordinate axes. 

·  Viewport_azimuth_range: Specifies the azimuth range of the sphere region corresponding to the desired viewport through the centre point of the sphere region in units of 2−16 degrees. 

·  Viewport_elevation_range: Specifies the elevation range of the sphere region corresponding to the desired viewport through the centre point of the sphere region in units of 2−16 degrees. 

· [Viewport_stereoscopic: Included if the desired viewport is indicated for stereoscopic video. Value 0 indicates monoscopic content, value 1 indicates that the sphere region is on the left view of a stereoscopic content, value 2 indicates the sphere region is on the right view of a stereoscopic content, and value 3 indicates that the sphere region is on both the left and right views.]

     Editor’s note: Stereoscopic content support is agreeable, but syntax should be aligned with OMAF

X.7
Quality of Experience
<Integrate text from PD and expand>
X.8
Viewport-Dependent Processing (Informative)
<Integrate text from PD and expand>
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