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CHANGE 1: Use cases 
5.2.3
User-generated live streaming

	Use Case Name

	User-generated live streaming

	Description

	A social influencer starts a live captured media session similar to Facebook Live and publishes the content through 5G Media Uplink Streaming. The content is then distributed live to several or many viewers through 5G Media Downlink Streaming.
The application provides several usage scenarios with various configuration options which may change during the live session:

1) The social influencer may:

a) be static, occasionally moving or highly mobile, for example in a vehicle, on skis or on a bicycle,

b) produce different quality of content, depending on lighting conditions, speed, as well as based on the quality of the camera and the available uplink bandwidth,

c) produce highly-valuable content that requires extra content protection,

d) want to capitalize on the stream by allowing ad-insertion in the content (targeted pre-roll and/or mid-roll).

2) The viewers may be quite diverse and changing because:

a) they may be dynamically joining or leaving the live stream,

b) their number might be just a few or they may quite many, in range of tens of thousands or more, for example for a popular influencer,

c) they may be geographically spread with different densities in various areas, and their densities may change during the session,

d) they may consume the service on different devices, for example on 4K TV sets, mobile phones, in-car receivers or tablets, with different operating systems, DRM capabilities as well as different codec hardware capabilities,

e) some of them may be mobile, i.e on a car or public transport,

f) they may react (smilies, comments, likes, audio dubs, images, avatars, and animations) to the content or previous reactions by the viewers who watched the content earlier.

3) The service requirements may be quite different. The content may need to be:

a) available for live and/or on-demand consumption,

b) only available for consumption after the end of the live uplink session, i.e. it is uploaded entirely before being made available to followers,

c) available with a required target latency with ranges in between capture and display of as low as 1 second up to several tens of seconds,

d) dubbed into the same or different language,

e) provided with automatic extraction and addition of captions/subtitles from the audio,

f) post-processed to improve the audio and/or visual quality,

g) processed by adding overlays and content tags and other augmented material,

h) indexed, including the addition of thumbnail navigation in real time,

i) provided to regional proxies with specific metadata such as black-out information, ad insertion opportunities, language settings or other service metadata,

j) profanity checked and appropriately altered before being distributed,

k) available for viewing for some time period  (from a few minutes to forever) after the end of the live session.

In a simple reference scenario of 5G Media Uplink and Downlink Streaming, the following aspects are supported:

4) An application manages the service. The server application may be run by external application providers, by MNO, or by a joint collaboration of application provider and MNO.

5) Uplink streaming is provided through 5G media uplink streaming to the application.

6) The application may perform one or more of the following processes:

a) It decodes the received content

b) It applied the various processes the content such as:

i) Upscaling

ii) Light correction

iii) Stabilization

iv) Dubbing

v) Captioning

vi) Overlaying and tagging

vii) Indexing

viii) Navigation improvements.

c) It encodes the uploaded content to 5GMS downlink streaming formats.

d) It packages the content and adds appropriate ad metadata.

e) It applies content protection and DRM.

7) As soon as the content becomes available, the server application uses downlink streaming for distribution.

a) It provisions a 5GMS downlink streaming service.

b) It ingests the content into a 5GMS streaming service.

c) It gets feedback from consumption reporting on what content is consumed and may change the encoded streaming formats.

The following aspects may be critical for the service:

8) Can the service be provided throughout the session without any interruption considering the dynamic aspect of the service, for example when a highly mobile edge media streaming client makes a transition between two edge processing environments?

9) Can the desired end-to-end latency be met with the reference scenario and if not, what are possible ways to realize this?

10) Is the content generation flexible 
and fast enough to address different user population, yet highly utilized, i.e. the variations of the content is consumed by one or more viewers and is shared as much as possible by many viewers?

11) Is there a benefit to push certain processing closer to the influencer, certain viewers, or in-between (in terms of bandwidth, latency, and processing requirements)?



	Categorization

	Type: 2D

Delivery: 5GMS uplink streaming, 5GMS downlink streaming, live media streaming

Device: Phone, HMD, Glasses

	Preconditions

	On the sending UE, 5GMS Uplink streaming is provided.

On every receiving UE, a 5GMS downlink streaming client is provided.

An Application Service Provider supports network interfaces for 5GMS Uplink Streaming (M1u and M2u) as well as 5GMS Downlink Streaming (M1d and M2d).

Extended functionalities in uplink streaming and downlink streaming may be supported such that the Application Service Provider can delegate certain tasks to the 5G Media Streaming System.

	Requirements in terms of Capabilities and QoS/QoE Considerations

	Potential new required capabilities of 5G Media Streaming System:

1) Decoding of content received through uplink streaming

2) Processing of the content with functionalities such as

a) Upscaling

b) Light correction

c) Stabilization

d) Dubbing

e) captioning

f) Etc.

3) Transcoding of the uploaded and processed content to 5GMS downlink streaming formats

4) Packaging/Encrypting the content and adding appropriate ad metadata

Relevant KPIs:
1) Subjective/objective quality of the encoded streams in terms of bitrates/quality.

2) Latency for the end to end service.

3) Latency of each processing step.

4) Seamless integration of ads with the main content.

5) Scalability and handling of different number of devices.

6) Quality of the delivered service in terms of streaming metrics.

7) Computational efficiency in terms of:

a) Encoding and Decoding workflow

b) Encryption and D

c) Manifest generation

d) Target-based advertising
8) Seamless session and service continuity of media streaming when the user’s high level of mobility causes a transition to a new edge processing environment.

	Feasibility and Industry Practices

	Today, the above processing may be achieved by running cloud processing on the application server for all the functionalities mentioned above. Alternatively, third-party cloud-based transcoding services exist.
The number of streams, support of multiple codecs, the amount of delay, the number of representations in the encoding ladder varies depending on the service.

Codec support evolves with the availability of new codecs.

Services like Facebook Live encode the content on demand and on-the-fly.

Services like Youtube Live provide channels for professional content providers. They can insert advertisement clips, but the ad insertion occurs using two video elements.

Services like TikTok allow the user to add a lip-sync to a song, to add his/her reactions on a small window over the video, and to make short movies using filter and speed change of the video. The user also can capture a video next to a pre-recorded video.

	Nominal Cost Analysis

	The cost of service increases linearly with the number of ingest streams.

The cost of service increases less than linearly with the number of download streaming clients as the encoding and caching requirement will be common with the large number of viewers. 

Cost analysis needs to take into account if there a benefit or necessity to push certain processing closer to the users/edge (in terms of bandwidth, latency and processing requirements)?

	Benefits and Impact

	Potential Benefits and Impacts when running services within 5GMS network

1) tbd

Potential Benefits and Impacts when running services on the edge

2) tbd

	Potential Technical Requirements

	Potential Requirements:

1) Establish workflows as defined in the use case with the addition of service parameters.

2) Distribute the tasks across 5G System and 5GMS components.
3) Seamless transition of application/service media streaming flows between different edge media processing environments.

	Potential Standardization Status and Needs

	1) tbd
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