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1 Introduction
Tile based streaming spatially partitions the 360 degree video frames into multiple tiles or blocks. The user then requests only the tiles that fall fully or partially into the user’s field of view (FOV). 
The tiles in the user’s viewport may be prioritized and advantageously streamed at a higher quality than tiles outside the viewport. As a fallback, an extra layer with, for example a lower resolutions/quality/bitrate covering the entire panorama may be used. Assuming an appropriate player design, doing so may prevent visual artifacts, for example, black areas, when the FoV changes but the new tiles are not immediately available due to network/streaming server delay.
The resolution of the tiles may be changed when the user moves his/her head, but, for example only at random-access points (RAPs). A RAP can be an access unit at which the receiver can successfully start decoding the tile or video. The picture frames may be grouped together in a different GOP (Group of pictures) sizes. I-frames may be followed by P-frames which may contain a coded representation of the changes of the preceding frame. Therefore, P-frames are dependent on the I-frames and earlier P-frames. GOP structures are used in typical encoders which causes each I frame to be a random-access point such that decoding can start on an I frame. Therefore, the response time needed for the tile to be changed depends on the tile granularity and RAP distance. When the user’s orientation changes, the tiles currently in viewport may need (at least partially) to be replaced by different tiles. These new tiles may only be switched at the next available RAP, resulting in a delayed reaction to user input.

When streaming an immersive bitstream, whenever the viewport changes, all the frames within the random-access point period need to be downloaded, irrespective of the position of viewport. Therefore, if the viewport lies in the middle of the random-access period, all frames within the access period need to be downloaded and decoded as shown in Fig. 1. The tile bitstreams cannot be decoded from the middle of random-access point period. Hence, this adds latency.
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Fig. 1 Viewport changes in conventional bitstream. In this example, the nominal duration of 5 seconds for each segment is shown.
As the HMD speed increases,  the request for new tiles increases as well, thereby increasing the M2HQ (motion-to-high quality) delay. Additionaly, a lot of data which is downloaded, is not viewed by the user, hence wasted.
2 Proposed Solution
For high-resolution segments in the viewport, the time interval between random-access points (RAPs) may be reduced.  When the interval between random-access points is small, at the time the viewport changes, the user has to download a smaller set of frames. Hence, the delay between the request of new viewport and rendering the new viewport is reduced since the random-access point period is reduced and more number of random access points are now available. Therefore, when bandwidth is not a limitation, the bitstreams with high resolution may have short segment sizes, while the bitstream for the background with a low resolution may have longer segment sizes.
Now, as the HMD speed increases,  new tiles are requested more frequently. If the RAP distance is large, the M2HQ delay increases. Therefore, using bitstream with reduced RAP distance is more favorable during such conditions. Longer bitstreams segments maybe used when the user is static or the HMD speed is relatively less.

When the HMD speed increases beyond a certain threshold (HTH), the RAP distance may be reduced. Therefore, a sender may encode shorter duration segments in the real time, or have multiple bitstream with different segment sizes. When the viewport of the end user is slowly changed or the network bandwidth is not enough, the bitstream with the longer segment size may be transmitted since large segment sizes allow the videos to be compressed optimally, thereby reducing the required bandwidth. The sender can define a lowerbound for segment duration due to the bandwidth constrains. Even if the HMD speed increase beyond the corresponding HMD maximum threshold (HMAX), the server does not reduce the segment duration from that lower bound. 
Note that while the segment durations vary during this scheme, the compliancy to the signalled codec profile and level is maintained, therefore the decoder can decode the segments with no reinitialization.
When the viewport of the end user is quickly changed or the network bandwidth is high, bitstreams with the short segment size  may be transmitted to quickly change the target view with a fast-random access. Therefore, multiple bistream structures may be defined, as the HMD speed increases, the RAP distance may be reduced to reduce the M2HQ delay.
If the HMD movement is within the margin, the new tiles requested (to update the margins) may be of longer segments and may not necessarily need lower segment sizes. This is applicable when the resoultion of the margin is same as that of the viewport i.e high resolution tiles. If the resolution of the tiles in the margin are lower are compared to the tiles in the viewport, shorter high resolution segments may be requested as the HMD moves even within the margin to reduce the M2HQ delay. However, if the viewport moves beyond the margin, new shorter length segments maybe requested to reduce the M2HQ. Optionally, the size of the bitstream segments in the viewport may be download at a reduce segment size as compared to the segments for the margins.
3 Proposal
We propose to add the above text in section 9.12 “Informative Discussion on Various VDP Solutions” of the PD.
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