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Introduction
In SP-110555 (also available as S4-110792) a new work item on "Enhancement to FEC for MBMS" has been approved during SA#53. 
This document addresses the following topics for the purpose to define the evaluation criteria:
· Use cases that are relevant for the selection of the application layer FEC in clause 2.
· Evaluation Criteria proposed for the evaluation of application layer FEC in clause 3.
· Benchmark codes and the results for these codes in clause 4.
· Qualification and selection criteria for a new application layer FEC for 3GPP MBMS user services in clause 5.
The concrete proposals are provided in clause 6.
Note that some simulation results for RFC5053 performance over LTE are still to be completed and will be made available later this week before the start of SA4#66.
Use Cases
Services 
Streaming Delivery
Introduction
The purpose of the MBMS streaming delivery method is to deliver continuous multimedia data (i.e. speech, audio, video and DIMS) over an MBMS bearer. The streaming delivery method is particularly useful for multicast and broadcast of scheduled streaming content. RTP is the transport protocol for MBMS streaming delivery. RTP provides means for sending real-time or streaming data over UDP. 
TS26.346 defines a generic mechanism for applying Forward Error Correction to streaming media. The mechanism consists of three components:
(i)	construction of an FEC source block from the source media packets belonging to one or several UDP packet flows related to a particular segment of the stream(s) (in time). The UDP flows include RTP, RTCP, SRTP and MIKEY packets.
(ii)modification of source packets to indicate the position of the source data from the source packet within the source block
(iii)definition of repair packets, sent over UDP, which can be used by the FEC decoder to reconstruct missing portions of the source block.
The details on transport for the streaming delivery service are provided in section 2.1.1.2.
An alternative way to deliver streaming services over MBMS is the use of DASH and FLUTE. This is use case is discussed in section 2.1.2.4.
[bookmark: _Ref181087026]Transport in streaming delivery service
The MBMS streaming framework operates on RTP packets or more precisely UDP payloads, incoming at same or different UDP ports. According to TS26.346, clause 8.2.2, the FEC layer for streaming delivery is based on top of the UDP layer. The legacy RTP packets and the UDP port information are used in order to generate FEC repair symbols. Original UDP payloads become FEC source packets by appending a 3 byte FEC source payload ID field at the end of each UDP payload. These packets are then UDP encapsulated and transported on the IP multicast bearer. 
According to Figure 1 a copy of these packets is forwarded to the FEC encoder and is arranged in a source block with row width T bytes at the first empty row. The encoding symbol starts at the beginning of a new row, but it is preceded by a 3 byte field containing the UDP flow ID (1 byte) and the length field (2 bytes). In case the length of the packet is not an integer of the symbol the remaining bytes in the last row are filled up with zero bytes. The source block is filled up to k rows whereby k is flexible and can be changed dynamically for each source block. The selection of k depends on the desired delay, the available terminal memory and also might depend on aspects such as desired zapping time in mobile TV applications. Typically for a streaming service a protection period is defined and the value of the protection period dynamically determines the source block size.

[bookmark: _Ref146941224]Figure 1 MBMS Streaming Framework
After processing all packets to be protected within one source block, the FEC encoder generates n-k FEC repair symbols of size T by applying FEC. The generated FEC repair symbols can be transmitted individually or as blocks of symbols as payload of a single UDP packet. Each FEC source and repair packet contains sufficient information such that the receiver can correctly insert them in the receiver source and repair block. 
Examples
Examples are audio streaming applications or video streaming applications with bitrates ranging from 32 kbit/s to one or several MBit/s.
Download Delivery
Introduction
According to TR26.946, the MBMS Download Delivery Method allows the error-free transmission of files via the unidirectional MBMS Bearer Services. The files are "downloaded" and stored in the local files-system of the user equipment. Files may contain multimedia content or any other binary data. The MBMS Download Delivery Method allows the transmission of an arbitrary number of files within a single data transfer phase.
[image: ]
Figure 1: Definition of MBMS Download Sessions
Figure 1 is an example of an MBMS User Service based on the Download Delivery Method. The file transmission events are organized in MBMS Download Sessions. Each session is started with a File Delivery Table (FDT) instance, which describes in this example each file within the MBMS Download Session in terms of file name and file type (MIME Content Type). The service operator and the actual service determine the timing of MBMS Download Sessions. Depending on the service type, the MBMS Download session may require strict or more relaxed time-constraint delivery of content.
Transport in download delivery service
This clause explains briefly how files are constructed for and transported during a FLUTE session. The BM-SC takes a file, e.g. a video clip or a still image, which is used as the transport object for FLUTE (see figure 2). The BM-SC constructs source block by breaking the file into contiguous portions of approximately equal size. Each source block is broken into source symbols. One or more encoding symbols are carried as the payload of a FLUTE packet, thus the FLUTE packet size must be divisible by the encoding symbol size. The target FLUTE packet size is configured by the BM-SC and, together with the file size, is used to determine the encoding symbol length. When FEC is used it may be beneficial to include several symbols in each FLUTE packet. Based on the transport object size, the encoding symbol size and the maximum source block length, FLUTE calculates the source block structure (i.e., the number of source blocks and their length).
[image: ]
Figure 2: Constructing FLUTE packets
The BM-SC communicates the transport object size, the encoding symbol size and the file size to the receivers within the FLUTE session transmission such that the receiver can also calculate the source block structure in advance of receiving a file.
The FLUTE packet is constructed from FLUTE header and payload containing one or more encoding symbols.
The distinction between file and transport object is that the file is the object provided to the BM-SC and played-out or stored at the MBMS UE. Within the scope of FLUTE sessions, content encoding may be used, for instance to compress the file with gzip for delivery. In the presence of FLUTE session content encoding, the file and the transport object will be different binary objects, and in the absence of content encoding the transport object will be identical to the file. Any symbol calculations (including FEC) are performed on transport objects.
Download Examples
In a typical use case, multimedia files typically in 3GP or MP4 format are distributed through download delivery method. In this case the delivery rate and the media rate may be completely different as no real-time consumption is considered.
Table 1 shows some typical examples of file sizes for different types of multimedia content.
[bookmark: _Ref181088310]Table 1 Examples for Download delivery use cases
	Number
	File Size
	Example

	1
	1 MByte (1 048 576 bytes)
	AAC encoded audio clip

	2
	3 MByte (3 145 728 bytes)
	MP3 audio clip

	3
	128 MByte  (134 217 728) bytes
	30 min SD movie coded at 500 kbit/s

	4
	1.8 GByte  (1 887 436 800) bytes
	2 hours HD movie coded at 2 MBit/s


[bookmark: _Ref181169429]DASH over FLUTE
In another use case as indicated in TS26.346, section 5.6, the download delivery method may be used to distribute DASH formatted content over MBMS. MBMS is designed to serve large receive groups with same content. The MBMS Download Delivery Method is designed to deliver an arbitrary number of (binary) files via MBMS to a large receiver population. MBMS Download defines several methods to increase reliability such as file repair. The download delivery method supports the delivery of media segments and even media presentation descriptions. Media segment URIs are described using the FDT in FLUTE. 
In this case the media bitrate and the delivery bitrate are typically the same to maintain the real-time delivery capabilities.
Table 2 shows some typical examples of DASH media segment files for live services.
[bookmark: _Ref181088314]Table 2 Examples for DASH segments
	Number
	File Size
	Example

	1
	50 KByte (51 200 bytes)
	1 sec DASH segment 250 kbit/s stream

	2
	128 KB (131 072 bytes)
	4 sec DASH segment 250 kbit/s stream

	3
	512 kByte (524 288 bytes)
	4 sec DASH segment for 1 Mbit/s stream

	4
	2.5 MByte (2 621 440 bytes)
	20 sec DASH segment for 1 Mbit/s stream



Radio Access
UTRAN
The MBMS Bearer service reuses most of the legacy UMTS protocol stack in the packet-switched domain. Only minor modifications are introduced to support MBMS. The IP packets are processed in the Packet Data Convergence Protocol (PDCP) layer where for example header compression might be applied. In the Radio Link Control (RLC) the resulting PDCP- Protocol Data Units (PDUs), generally of arbitrary length, are mapped to fixed length RLC-PDUs. The RLC layer operates in unacknowledged mode as feedback links on the radio access network are not available for point-to-multipoint bearers. Functions provided at the RLC layer are for example segmentation and reassembly, concatenation, padding, sequence numbering, reordering and out-of-sequence and duplication detection. The Medium Access Control (MAC) layer maps and multiplexes the RLC-PDUs to the transport channel and selects the transport format depending on the instantaneous source rate. The MAC layer and physical layer appropriately adapt the RLC-PDU to the expected transmission conditions by applying, among others, channel coding, power and resource assignment, and modulation.

During the MBMS definition, appropriate for UTRAN bearer settings for the simulation of FEC parameters had been defined and are summarized in Table 3.
[bookmark: _Ref181091840]Table 3 Typical UTRAN bearer parameters
	UTRAN Bearer parameters
	

	
	Bearer rates
	64 kbit/s, 128 kbit/s, 256 kbit/s

	
	RLC PDU size
	640 bytes, 1 280 bytes, 1 280 bytes respectively

	
	RLC BLER
	1%, 5%, 10%, 15%, 20%, 30%

	
	RLC block loss pattern
	Independent random loss



LTE eMBMS
To obtain some representative numbers for the performance of an FEC code in an LTE MBMS environment, some simple models are necessary for AL-FEC evaluation. 
Figure 2 shows the mapping of RLC-SDUs to RLC-PDUs. RLC-SDUs in the context of MBMS are IP packets. The RLC header is 1 byte if the RLC SDU consists of 1 IP packet. The header is longer, if multiple IP packets are multiplexed in an RLC-SDU. A reasonable assumption is to use 3 byte header of the RLC-PDU assuming a 5 bit sequence number. The loss of one RLC-PDU results in the loss of all IP packets included in the RLC-PDU.
The MAC PDU consists of a number of MAC SDUs, where a MAC-SDUs is an RLC-PDU. The MAC multiplexer notifies the RLC layer of the available bits. The RLC layer would then create an RLC PDU that fits exactly into the available space in the MAC PDU. There is no need for fragmentation of MAC SDUs across subframes. Based on this, it can be assumed that the loss of one MAC-PDU results in the loss of one RLC-PDU.
[image: ]
[bookmark: _Ref181073013]Figure 2 Mapping of IP packets (RLC-SDUs) to RLC-PDUs (see TS 36.300, section 6.2.2) 
LTE MBMS defines modulations and coding schemes with a MAC-PDU size ranging from 680 bit to 18336 bit for a 5 MHz bandwidth. Reasonable MCS configurations to cover different environments are between MCS 17 (for rural areas) and MCS 24 (for dense urban areas). For 5 MHz, this results in MAC-PDU payload sizes of 7992 bits and 14112 bits, respectively. 
Each MAC-PDU is mapped to a subframe. At allocation level 1, LTE MBMS can use up to 6 out of the 10 subframes of a 10ms frame. Each subframe is 1ms. 
The interleaving for MBMS in LTE is the same as for regular unicast LTE delivery of 1ms. As a first order approximation, it can be assumed that at most one MAC-PDU per 10ms frame is delivered and it is assumed that MAC-PDUs encounter iid random losses.
As a reasonable configuration proposal for the simulations in this document, we propose to use 
· a typical value of MCS 21 with 1335 bytes for the MAC-PDU payload size. This results then in a maximum RLC-PDU payload size of 1332 bytes. 
· This results in a maximum RLC layer net bitrate of 1065.6 kbit/s for each subframe within the 10ms frame.
Typical loss rates of MAC-PDUs are in the range of 1-2%, but higher loss rates may occur occasionally up 10% and very bad conditions up to 20%. The latter also permits to give some indication on the performance in case losses are more correlated.
Typical LTE MBMS bearer parameters are provided in Table 4.
[bookmark: _Ref181244015]Table 4 Typical LTE MBMS bearer parameters
	LTE eMBMS Download
	

	
	Bearer bitrates
	266.4 kbit/s, 532.8 kbit/s, 1.0656 Mbit/s 

	
	RLC-SDU size
	1332 byte

	
	RLC-SDU frequency
	40ms, 20ms, 10ms

	
	MAC PDU loss pattern
	iid random

	
	MAC-PDU loss probability
	1%, 2%, 5%, 10%, 20%



<<ED NOTE: Changes and updates had been requested on this section. For this purpose, communication with RAN has been initiated in S4-111014. Additional input contributions are provided to the adhoc meeting to address this subject.>>  
[bookmark: _Toc289193182]Simulation conditions and assumptions (UTRAN)
The simulation conditions for UTRAN-based MBMS are provided in Table 5.
Additional details on the simulation methodology are provided in contribution S4-AHI236.

[bookmark: _Ref181171685]Table 5 Simulation Conditions for UTRAN-based MBMS
	UTRAN Download
	

	
	Bearer rates
	64 kbit/s, 128 kbit/s, 256 kbit/s

	
	RLC- PDU size
	640 bytes, 1 280 bytes, 1 280 bytes respectively

	
	RLC-PDU BLER
	1%, 5%, 10%, 15%, 20%, 30%

	
	RLC-PDU block loss pattern
	Independent random loss

	
	Number of trials
	At least 10,000 for files  512 KB, 3,000 for 3 072 KB

	
	File sizes
	50 KB, 512 KB, 3 072 KB

	
	FLUTE payload size
	456 bytes

	
	ROHC
	No

	
	IPv4/UDP header
	28 bytes

	
	FLUTE header
	16 bytes

	
	FEC overhead
	Varied in steps of X packets, where X=ceil(0.005N) and N is the number of packets containing source data 

	UTRAN Streaming
	

	
	Bearer rates
	64 kbit/s, 128 kbit/s and 256 kbit/s

	
	RLC PDU size
	640 bytes (for 64 kbit/s bearer)
1280 bytes (for 128 kbit/s bearer)
1280 bytes (for 256 kbit/s bearer)

	
	RLC BLER
	1 %, 5 %, 10 %, 15 %, 20 %, 30 %

	
	RLC block loss pattern
	Independent random loss

	
	Simulation duration
	24 hours

	
	Media rates
	Varied by steps of 1 % of bearer rate, assuming only a single media stream with constant bitrate (see note 1)

	
	FEC overhead
	Varied to sum FEC and Media to equal bearer rate

	
	Source packet RTP payload size
	64 kbit/s: 456 bytes
128 kbit/s: 456 bytes
256 kbit/s: 768 bytes

	
	Repair packet RTP payload size
	Minimum value supported by the FEC code which is not less than 470 (for 64 kbit/s and 128 kbit/s) and 782 (for 256 kbit/s) - (see note 2)

	
	Protection period
	5 s, 20 s

	
	ROHC
	No

	
	IPv4/UDP/RTP header
	40

	NOTE 1:	In practice, multiple media streams may be carried within a single MBMS bearer. However, only a single media stream is considered for FEC simulation purposes for simplicity.
NOTE 2:	The last repair packet of a block may be shorter if supported by the FEC code in order to fit within the protection period.


Simulation conditions and assumptions (LTE eMBMS)
The simulation conditions for LTE-based MBMS are provided in Table 6.
Additional details on the simulation methodology are provided in contribution S4-AHI236.
[bookmark: _Ref181171791]Table 6 Simulation Conditions for LTE-based MBMS
	LTE eMBMS Download
	

	
	RLC-SDU
	266.4 kbit/s, 532.8 kbit/s, 1.0656 Mbit/s 

	
	RLC-SDU size
	1332 byte

	
	RLC-SDU frequency
	[bookmark: _GoBack]40ms, 20ms, 10ms

	
	MAC PDU loss pattern
	iid random

	
	MAC-PDU loss probability
	1%, 2%, 5%, 10%, 20%

	
	Number of trials
	At least 10,000 for files  1 MB, at least 3,000 otherwise

	
	File sizes
	1MB, 3MB, 128MB, 1.8GB

	
	FLUTE payload size
	1288 bytes

	
	ROHC
	No

	
	IPv4/UDP header
	28 bytes

	
	FLUTE header
	16 bytes

	
	FEC overhead
	Varied in steps of X packets, where X=ceil(0.005N) and N is the number of packets containing source data 

	LTE eMBMS Streaming (based on DASH)
	

	
	Bearer rates
	266.4 kbit/s, 1.0656 Mbit/s

	
	RLC payload size
	1332 byte

	
	RLC-SDU frequency
	40ms, 20ms, 10ms

	
	MAC PDU loss pattern
	iid random

	
	MAC-PDU loss probability
	1%, 2%, 5%, 10%, 20%

	
	Simulation duration
	24 hours

	
	Media rates
	Varied by steps of FLUTE payload sizes, but constant

	
	FEC overhead
	Varied to sum FEC and Media to equal bearer rate

	
	FLUTE payload size
	1288 bytes

	
	Segment duration
	1s, 4s, 20s

	
	Protection period
	matches segment duration

	
	ROHC
	No

	
	IPv4/UDP/FLUTE header
	44



Evaluation Criteria
Code Performance
Introduction
Codes are based on source blocks, in both, streaming and download delivery. A source block consists of K source symbols and in lossy delivery environments, typically not all K source symbols are received, but some of them are lost or they are not available at the receiver for other reasons, for example they have not even been sent. The amount of lost source symbols depends on different aspects, such as the loss rate, the sending strategy, etc. In case source symbols are lost, repair symbols may be used to reconstruct lost source symbols. The total number of required symbols (source or repair) are at least K, but due to code inefficiency more than K symbols, namely K+O symbols, may be required in for certain permutations of received encoding symbols. The value O expresses the code overhead for this specific experiment. The distribution of the code overhead O for different permutations of received symbols is a relevant measure for the code performance. Specifically, the failure probability distribution defined as Pf(O)= Pr{decoding with O overhead symbols or less fails} is relevant and may be used to determine the code performance.
Evaluation Procedure
To obtain a the distribution Pf(O) a statistical evaluation procedure is proposed based on the following four parameters:
· the source block size K providing the total number of source symbols
· the number of lost source symbols L in the source block K
· the maximum encoding symbol ID (ESI) M for any repair symbol
Given these numbers the following procedure is proposed to obtain the O for one experiment:
1. Generate a source block with K symbols
2. Randomly drop L of the K symbols
3. Generate L repair symbols with ESI randomly chosen between K+1 and M
4. Set O to 0
5. Attempt decoding using the K-L source symbols and the L+O repair symbols
6. If decoding is not successful then
a. generate one additional repair symbol randomly chosen between K+1 and M
b. Set O to O+1
c. goto 5
7. Report O as the overhead result for this experiment
To obtain the distribution for the necessary overhead O at least 10,000 of the above experiments shall be carried out.
Test Cases
The following test cases are determined for the purpose of evaluating the code performance. 
Table 7 Test Cases for Code Performance
	Number
	K
	L
	M 

	CP1
	32
	3
	1024

	CP2
	32
	16
	1024

	CP3
	32
	32
	1024

	CP4
	256
	26
	8192

	CP5
	256
	128
	8192

	CP6
	256
	256
	8192

	CP7
	1024
	100
	16384

	CP8
	1024
	512
	16384

	CP9
	1024
	1024
	16384

	CP10
	8192
	819
	30000

	CP11
	8192
	4096
	30000

	CP12
	8192
	8192
	30000



[bookmark: _Ref181193565]Performance Metrics
For each of the above test cases the following performance metrics shall be reported.
· The probability that decoding is not successful with O = 0 symbols Pf(O=0),
· The probability that decoding is not successful with O <= 1 symbols Pf(O=1),
· The probability that decoding is not successful with O <= 2 symbols Pf(O=2),
· The probability that decoding is not successful with O <= 3 symbols Pf(O=3),
· The probability that decoding is not successful with O <= 4 symbols Pf(O=4),
· The probability that decoding is not successful with O <= 5 symbols Pf(O=5),
· The probability that decoding is not successful with O <= 6 symbols Pf(O=6),
· The average symbol over head E{O} for the test case.
[bookmark: _Ref181193660]Table 8 Reporting format for Code Performance
	Case
	Pf(O=0)
	Pf(O=1)
	Pf(O=2)
	Pf(O=3)
	Pf(O=4)
	Pf(O=5)
	Pf(O=6)
	E{O}

	CP1
	
	
	
	
	
	
	
	

	CP2
	
	
	
	
	
	
	
	

	CP3
	
	
	
	
	
	
	
	

	CP4
	
	
	
	
	
	
	
	

	CP5
	
	
	
	
	
	
	
	

	CP6
	
	
	
	
	
	
	
	

	CP7
	
	
	
	
	
	
	
	

	CP8
	
	
	
	
	
	
	
	

	CP9
	
	
	
	
	
	
	
	

	CP10
	
	
	
	
	
	
	
	

	CP11
	
	
	
	
	
	
	
	

	CP12
	
	
	
	
	
	
	
	


Primary Performance Metrics
Download Delivery
For download delivery, the required FEC Overhead required for 99% of recovery of the entire file for a specific simulation case provides a very good indication for the system level performance.
Results following the mode as provided in Annex A of TR26.946 are expected.
Table 9 provides a reporting format for UTRAN test cases.
[bookmark: _Ref181092582]Table 9 FEC Overhead required for 99 % probability for UTRAN download test cases
	Test Case
	Error rates
	File size
	Fec Overhead for 
128/256 kbit/s
	Fec Overhead 
for 64 kbit/s

	UD1
	Low (1 % BLER)
	Small (50 KB)
	
	

	UD2
	
	Medium (512 KB)
	
	

	UD3
	
	Large (3 072 KB)
	
	

	UD4
	Medium (5 % BLER)
	Small (50 KB)
	
	

	UD5
	
	Medium (512 KB)
	
	

	UD6
	
	Large (3 072 KB)
	
	

	UD7
	High (10 % BLER)
	Small (50 KB)
	
	

	UD8
	
	Medium (512 KB)
	
	

	UD9
	
	Large (3 072 KB)
	
	

	UD10
	15 % BLER
	Small (50 KB)
	
	

	UD11
	
	Medium (512 KB)
	
	

	UD12
	
	Large (3 072 KB)
	
	

	UD13
	20 % BLER
	Small (50 KB)
	
	

	UD14
	
	Medium (512 KB)
	
	

	UD15
	
	Large (3 072 KB)
	
	

	UD16
	30 % BLER
	Small (50 KB)
	
	

	UD17
	
	Medium (512 KB)
	
	

	UD18
	
	Large (3 072 KB)
	
	



Table 10 provides a reporting format for LTE test cases.
[bookmark: _Ref181095114]Table 10 FEC Overhead required for 99 % probability for LTE download delivery test cases
	Test Case
	Error rates
	File size
	FEC Overhead

	LD1
	Very Low (1 % BLER)
	Audio (1 MB)
	

	LD2
	
	Clip (3 MB)
	

	LD3
	
	SD (128 MB)
	

	LD4
	
	HD (1.8 GB)
	

	LD5
	Low (2 % BLER)
	Audio (1 MB)
	

	LD6
	
	Clip (3 MB)
	

	LD7
	
	SD (128 MB)
	

	LD8
	
	HD (1.8 GB)
	

	LD9
	Medium (5 % BLER)
	Audio (1 MB)
	

	LD10
	
	Clip (3 MB)
	

	LD11
	
	SD (128 MB)
	

	LD12
	
	HD (1.8 GB)
	

	LD13
	High (10 % BLER)
	Audio (1 MB)
	

	LD14
	
	Clip (3 MB)
	

	LD15
	
	SD (128 MB)
	

	LD16
	
	HD (1.8 GB)
	

	LD17
	20 % BLER
	Audio (1 MB)
	

	LD18
	
	Clip (3 MB)
	

	LD19
	
	SD (128 MB)
	

	LD20
	
	HD (1.8 GB)
	



RTP-based Streaming Delivery over UTRAN
For RTP-based streaming delivery, as a suitable measure it was considered to evaluate the maximum supported Media Rate (kbit/s) for Mean Time Between FEC Block Loss of 1 hour. 
Results following the mode as provided in Annex A of TR26.946 are expected.
Table 11 provides a reporting format for UTRAN streaming test cases.
[bookmark: _Ref181097183]Table 11 Maximum supported Media Rate (kbit/s)
for Mean Time Between FEC Block Loss of 1 hour for UTRAN streaming test cases
	Test Case
	Error rates
	Bearer rate
	Protection Period
	Performance

	US1
	Low (1 % BLER)
	Low (64 kbit/s)
	5 sec
	

	US2
	
	
	20 sec
	

	US3
	
	Medium (128 kbit/s)
	5 sec
	

	US4
	
	
	20 sec
	

	US5
	
	High (256 kbit/s)
	5 sec
	

	US6
	
	
	20 sec
	

	US7
	Medium (5 % BLER)
	Low (64 kbit/s)
	5 sec
	

	US8
	
	
	20 sec
	

	US9
	
	Medium (128 kbit/s)
	5 sec
	

	US10
	
	
	20 sec
	

	US11
	
	High (256 kbit/s)
	5 sec
	

	US12
	
	
	20 sec
	

	US13
	High (10 % BLER)
	Low (64 kbit/s)
	5 sec
	

	US14
	
	
	20 sec
	

	US15
	
	Medium (128 kbit/s)
	5 sec
	

	US16
	
	
	20 sec
	

	US17
	
	High (256 kbit/s)
	5 sec
	

	US18
	
	
	20 sec
	



DASH-based Streaming Delivery over LTE
For DASH-based streaming delivery, as a similarly suitable measure it is considered to evaluate the media rate to support a Mean Time Between FEC Block Loss of 1 hour. 
Test cases are considered for Low Latency (LL) with 1 sec segment duration as well as Medium Latency (ML) of 4 sec segment duration and High Latency (HL) with 20 sec segment duration. Low-Bitrate (LB) at around 260 kbit/s and High-Bitrate (HB) at around 1MBit/s are considered.
Table 11 provides a reporting format for LTE streaming test cases.
[bookmark: _Ref181193942]Table 12 Media Bitrate in kbit/s
for Mean Time Between FEC Block Loss of 1 hour for LTE use cases
	Test Case
	Error rates
	Scenario
	Supported
Media Bitrate

	LS1
	Very Low (1 % BLER)
	LL-LB
	

	LS2
	
	LL-HB
	

	LS3
	
	ML-HB
	

	LS4
	
	HL-HB
	

	LS5
	Low (2 % BLER)
	LL-LB
	

	LS6
	
	LL-HB
	

	LS7
	
	ML-HB
	

	LS8
	
	HL-HB
	

	LS9
	Medium (5 % BLER)
	LL-LB
	

	LS10
	
	LL-HB
	

	LS11
	
	ML-HB
	

	LS12
	
	HL-HB
	

	LS13
	High (10 % BLER)
	LL-LB
	

	LS14
	
	LL-HB
	

	LS15
	
	ML-HB
	

	LS16
	
	HL-HB
	

	LS17
	20 % BLER
	LL-LB
	

	LS18
	
	LL-HB
	

	LS19
	
	ML-HB
	

	LS20
	
	HL-HB
	



Implementation-specific Performance Metrics
Codes not only differ in terms of the code efficiency but also in other performance criteria. Two important aspects are the required memory for decoding in the MBMS client as well as the complexity of the considered decoding algorithm. It is not expected that dedicated hardware is available to perform decoding of the application layer FEC in MBMS.
Therefore, to judge the complexity of a decoding algorithm, the decoding speed in terms of bit/s on top of a recognized mobile processor platform running a recognized mobile operating system can provide good insight into the feasibility of executing the code for mobile applications. 
In terms of memory requirements, a reasonable measure is the required random access memory in the MBMS client to decode large files, such as considered in the video delivery use cases from above.
Another performance metric for successful integration into mobile platforms is the library footprint of the code.
Summary
In summary, the following information is collected
· 12 test cases on code performance as documented in section 3.1.4, Table 8. The test case shall focus on the E{O} value, the remaining values should be provided for information only.
· 18 test cases on FEC Overhead for UTRAN download test cases as document in Table 9
· 20 test cases on FEC Overhead for LTE download test cases as document in Table 10
· 18 test cases on maximum supported media rate for UTRAN streaming test cases as documented in Table 11.
· 20 test cases on maximum supported media rate for LTE streaming test cases as documented in Table 12.
This results in total in 88 test cases.
Benchmark Codes
Ideal Code
Description
A code is generally capable to handle one or a few or many of the following parameters
· T: source symbol size
·  K: source block size and number of source symbols
·  N: word length and number of encoding symbols
An ideal code with parameters (K, N, T)  can reconstruct the K source symbols from any set of K of the N encoding symbols. Ideal codes exists, but are usually very complex in encoding and decoding, especially if K is not small or if N needs to be large.
We use the property of ideal codes to determine the performance bound for any code considered in this context.
Evaluation Criteria
Code Performance
	Case
	Pf(O=0)
	Pf(O=1)
	Pf(O=2)
	Pf(O=3)
	Pf(O=4)
	Pf(O=5)
	Pf(O=6)
	E{O}

	CP1
	0
	0
	0
	0
	0
	0
	0
	0

	CP2
	0
	0
	0
	0
	0
	0
	0
	0

	CP3
	0
	0
	0
	0
	0
	0
	0
	0

	CP4
	0
	0
	0
	0
	0
	0
	0
	0

	CP5
	0
	0
	0
	0
	0
	0
	0
	0

	CP6
	0
	0
	0
	0
	0
	0
	0
	0

	CP7
	0
	0
	0
	0
	0
	0
	0
	0

	CP8
	0
	0
	0
	0
	0
	0
	0
	0

	CP9
	0
	0
	0
	0
	0
	0
	0
	0

	CP10
	0
	0
	0
	0
	0
	0
	0
	0

	CP11
	0
	0
	0
	0
	0
	0
	0
	0

	CP12
	0
	0
	0
	0
	0
	0
	0
	0


Download Delivery UTRAN
	Test Case
	Error rates
	File size
	Fec Overhead for 
128/256 kbit/s
	Fec Overhead 
for 64 kbit/s

	UD1
	Low (1 % BLER)
	Small (50 KB)
	7.5 %
	7.0 %

	UD2
	
	Medium (512 KB)
	3.1 %
	3.3 %

	UD3
	
	Large (3 072 KB)
	2.1 %
	2.4 %

	UD4
	Medium (5 % BLER)
	Small (50 KB)
	20.0 %
	21.8 %

	UD5
	
	Medium (512 KB)
	11.2 %
	13.0 %

	UD6
	
	Large (3 072 KB)
	8.8 %
	11.0 %

	UD7
	High (10 % BLER)
	Small (50 KB)
	35.0 %
	39.0 %

	UD8
	
	Medium (512 KB)
	21.5 %
	25.8 %

	UD9
	
	Large (3 072 KB)
	17.8 %
	22.6 %

	UD10
	15 % BLER
	Small (50 KB)
	50.0 %
	56.0 %

	UD11
	
	Medium (512 KB)
	32.0 %
	40.5 %

	UD12
	
	Large (3 072 KB)
	28.0 %
	36.0 %

	UD13
	20 % BLER
	Small (50 KB)
	66.0 %
	76.0 %

	UD14
	
	Medium (512 KB)
	44.6 %
	57.0 %

	UD15
	
	Large (3 072 KB)
	38.0 %
	52.0 %

	UD16
	30 % BLER
	Small (50 KB)
	106.0 %
	130.0 %

	UD17
	
	Medium (512 KB)
	72.0 %
	100.0 %

	UD18
	
	Large (3 072 KB)
	66.8 %
	92.0 %


Download Delivery LTE
	Test Case
	Error rates
	File size
	FEC Overhead

	LD1
	Very Low (1 % BLER)
	Audio (1 MB)
	tbd

	LD2
	
	Clip (3 MB)
	tbd

	LD3
	
	SD (128 MB)
	tbd

	LD4
	
	GD (4 GB)
	tbd

	LD5
	Low (2 % BLER)
	Audio (1 MB)
	tbd

	LD6
	
	Clip (3 MB)
	tbd

	LD7
	
	SD (128 MB)
	tbd

	LD8
	
	GD (4 GB)
	tbd

	LD9
	Medium (5 % BLER)
	Audio (1 MB)
	tbd

	LD10
	
	Clip (3 MB)
	tbd

	LD11
	
	SD (128 MB)
	tbd

	LD12
	
	GD (4 GB)
	tbd

	LD13
	High (10 % BLER)
	Audio (1 MB)
	tbd

	LD14
	
	Clip (3 MB)
	tbd

	LD15
	
	SD (128 MB)
	tbd

	LD16
	
	GD (4 GB)
	tbd

	LD17
	20 % BLER
	Audio (1 MB)
	tbd

	LD18
	
	Clip (3 MB)
	tbd

	LD19
	
	SD (128 MB)
	tbd

	LD20
	
	GD (4 GB)
	tbd


RTP-based Streaming over UTRAN
	Test Case
	Error rates
	Bearer rate
	Protection Period
	Performance

	US1
	Low (1 % BLER)
	Low (64 kbit/s)
	5 sec
	56.8

	US2
	
	
	20 sec
	60.6

	US3
	
	Medium (128 kbit/s)
	5 sec
	116.3

	US4
	
	
	20 sec
	122.6

	US5
	
	High (256 kbit/s)
	5 sec
	237.4

	US6
	
	
	20 sec
	246.4

	US7
	Medium (5 % BLER)
	Low (64 kbit/s)
	5 sec
	47.4

	US8
	
	
	20 sec
	54.2

	US9
	
	Medium (128 kbit/s)
	5 sec
	102.2

	US10
	
	
	20 sec
	112.5

	US11
	
	High (256 kbit/s)
	5 sec
	228.0

	US12
	
	
	20 sec
	224.5

	US13
	High (10 % BLER)
	Low (64 kbit/s)
	5 sec
	39.5

	US14
	
	
	20 sec
	47.5

	US15
	
	Medium (128 kbit/s)
	5 sec
	88.5

	US16
	
	
	20 sec
	101.8

	US17
	
	High (256 kbit/s)
	5 sec
	182.0

	US18
	
	
	20 sec
	201.5


DASH-based streaming over LTE
	Test Case
	Error rates
	Scenario
	Supported
Media Bitrate

	LS1
	Very Low (1 % BLER)
	LL-LB
	tbd

	LS2
	
	LL-HB
	tbd

	LS3
	
	ML-HB
	tbd

	LS4
	
	HL-HB
	tbd

	LS5
	Low (2 % BLER)
	LL-LB
	tbd

	LS6
	
	LL-HB
	tbd

	LS7
	
	ML-HB
	tbd

	LS8
	
	HL-HB
	tbd

	LS9
	Medium (5 % BLER)
	LL-LB
	tbd

	LS10
	
	LL-HB
	tbd

	LS11
	
	ML-HB
	tbd

	LS12
	
	HL-HB
	tbd

	LS13
	High (10 % BLER)
	LL-LB
	tbd

	LS14
	
	LL-HB
	tbd

	LS15
	
	ML-HB
	tbd

	LS16
	
	HL-HB
	tbd

	LS17
	20 % BLER
	LL-LB
	tbd

	LS18
	
	LL-HB
	tbd

	LS19
	
	ML-HB
	tbd

	LS20
	
	HL-HB
	tbd


Implementation-specific Performance Metrics
Obviously, as the ideal code is generally "non-existing", no implementation specific performance metrics are available.
MBMS FEC RFC5053
Description
The code is fully specified in IETF RFC 5053 and is also used in MBMS TS26.346.
Simulation results are mostly available in Annex A of TR26.946. Additional simulation results for non-documented cases are provided below. 
Evaluation Criteria
Code Performance
	Case
	Pf(O=0)
	Pf(O=1)
	Pf(O=2)
	Pf(O=3)
	Pf(O=4)
	Pf(O=5)
	Pf(O=6)
	E{O}

	CP1
	0.68660
	0.40283
	0.22085
	0.11752
	0.06100
	0.03232
	0.01744
	1.55845

	CP2
	0.76503
	0.48823
	0.27977
	0.15150
	0.08147
	0.04289
	0.02226
	1.85573

	CP3
	0.75538
	0.47209
	0.26726
	0.14544
	0.07638
	0.03931
	0.02057
	1.79893

	CP4
	0.74958
	0.46410
	0.26094
	0.13781
	0.07134
	0.03661
	0.01919
	1.75906

	CP5
	0.82118
	0.55875
	0.33788
	0.18909
	0.10140
	0.05332
	0.02763
	2.11988

	CP6
	0.83968
	0.58973
	0.36663
	0.21111
	0.11563
	0.06192
	0.03259
	2.25307

	CP7
	0.79502
	0.52100
	0.30319
	0.16808
	0.08781
	0.04500
	0.02268
	1.96666

	CP8
	0.89344
	0.68450
	0.46370
	0.28737
	0.16597
	0.09299
	0.05062
	2.69554

	CP9
	0.91632
	0.74026
	0.53655
	0.35565
	0.22283
	0.13471
	0.08039
	3.10262

	CP10
	0.90455
	0.70908
	0.48609
	0.29882
	0.17131
	0.09376
	0.04940
	2.76552

	CP11
	0.98622
	0.93556
	0.83786
	0.70220
	0.54892
	0.40742
	0.28610
	5.24902

	CP12
	0.99693
	0.98165
	0.94178
	0.87250
	0.77372
	0.65606
	0.53517
	7.32096


Download Delivery UTRAN
	Test Case
	Error rates
	File size
	Fec Overhead for 
128/256 kbit/s
	Fec Overhead 
for 64 kbit/s

	UD1
	Low (1 % BLER)
	Small (50 KB)
	8.0 %
	8.0 %

	UD2
	
	Medium (512 KB)
	3.4 %
	3.6 %

	UD3
	
	Large (3 072 KB)
	2.2 %
	2.6 %

	UD4
	Medium (5 % BLER)
	Small (50 KB)
	21.0 %
	22 %

	UD5
	
	Medium (512 KB)
	11.4 %
	13.4 %

	UD6
	
	Large (3 072 KB)
	9.0 %
	11.2 %

	UD7
	High (10 % BLER)
	Small (50 KB)
	35.0 %
	39.0 %

	UD8
	
	Medium (512 KB)
	21.5 %
	26.0 %

	UD9
	
	Large (3 072 KB)
	18.1 %
	22.8 %

	UD10
	15 % BLER
	Small (50 KB)
	50.0 %
	56.0 %

	UD11
	
	Medium (512 KB)
	32.1 %
	41.0 %

	UD12
	
	Large (3 072 KB)
	28.1 %
	37.0 %

	UD13
	20 % BLER
	Small (50 KB)
	66.0 %
	76.0 %

	UD14
	
	Medium (512 KB)
	45.0 %
	57.0 %

	UD15
	
	Large (3 072 KB)
	38.2 %
	52.0 %

	UD16
	30 % BLER
	Small (50 KB)
	106.0 %
	130.0 %

	UD17
	
	Medium (512 KB)
	72.0 %
	100.0 %

	UD18
	
	Large (3 072 KB)
	67.0 %
	92.0 %


Download Delivery LTE
	Test Case
	Error rates
	File size
	FEC Overhead

	LD1
	Very Low (1 % BLER)
	Audio (1 MB)
	

	LD2
	
	Clip (3 MB)
	

	LD3
	
	SD (128 MB)
	

	LD4
	
	GD (4 GB)
	

	LD5
	Low (2 % BLER)
	Audio (1 MB)
	

	LD6
	
	Clip (3 MB)
	

	LD7
	
	SD (128 MB)
	

	LD8
	
	GD (4 GB)
	

	LD9
	Medium (5 % BLER)
	Audio (1 MB)
	

	LD10
	
	Clip (3 MB)
	

	LD11
	
	SD (128 MB)
	

	LD12
	
	GD (4 GB)
	

	LD13
	High (10 % BLER)
	Audio (1 MB)
	

	LD14
	
	Clip (3 MB)
	

	LD15
	
	SD (128 MB)
	

	LD16
	
	GD (4 GB)
	

	LD17
	20 % BLER
	Audio (1 MB)
	

	LD18
	
	Clip (3 MB)
	

	LD19
	
	SD (128 MB)
	

	LD20
	
	GD (4 GB)
	


RTP-based Streaming over UTRAN
	Test Case
	Error rates
	Bearer rate
	Protection Period
	Performance

	US1
	Low (1 % BLER)
	Low (64 kbit/s)
	5 sec
	55.8

	US2
	
	
	20 sec
	60.4

	US3
	
	Medium (128 kbit/s)
	5 sec
	115.5

	US4
	
	
	20 sec
	122.4

	US5
	
	High (256 kbit/s)
	5 sec
	236.2

	US6
	
	
	20 sec
	245.7

	US7
	Medium (5 % BLER)
	Low (64 kbit/s)
	5 sec
	46.6

	US8
	
	
	20 sec
	53.6

	US9
	
	Medium (128 kbit/s)
	5 sec
	100.8

	US10
	
	
	20 sec
	111.8

	US11
	
	High (256 kbit/s)
	5 sec
	227.0

	US12
	
	
	20 sec
	224.0

	US13
	High (10 % BLER)
	Low (64 kbit/s)
	5 sec
	38.5

	US14
	
	
	20 sec
	47.2

	US15
	
	Medium (128 kbit/s)
	5 sec
	87.5

	US16
	
	
	20 sec
	101.2

	US17
	
	High (256 kbit/s)
	5 sec
	179.5

	US18
	
	
	20 sec
	200.5


DASH-based streaming over LTE
	Test Case
	Error rates
	Scenario
	Supported
Media Bitrate

	LS1
	Very Low (1 % BLER)
	LL-LB
	

	LS2
	
	LL-HB
	

	LS3
	
	ML-HB
	

	LS4
	
	HL-HB
	

	LS5
	Low (2 % BLER)
	LL-LB
	

	LS6
	
	LL-HB
	

	LS7
	
	ML-HB
	

	LS8
	
	HL-HB
	

	LS9
	Medium (5 % BLER)
	LL-LB
	

	LS10
	
	LL-HB
	

	LS11
	
	ML-HB
	

	LS12
	
	HL-HB
	

	LS13
	High (10 % BLER)
	LL-LB
	

	LS14
	
	LL-HB
	

	LS15
	
	ML-HB
	

	LS16
	
	HL-HB
	

	LS17
	20 % BLER
	LL-LB
	

	LS18
	
	LL-HB
	

	LS19
	
	ML-HB
	

	LS20
	
	HL-HB
	



Implementation-specific Performance Metrics
RFC5053 Raptor is designed to perform software-based encoding and decoding. The different aspects 
· complexity of the decoding algorithm
· memory requirements
· footprint of the code 
have been carefully designed to meet the hardware and software requirements when selecting the code for Release-6 in 2005.
In S4-0500357, section 3 provides some overview on the complexity of the Raptor decoding process. "With very low overhead, decoding a Raptor code requires approximately 18.9 XOR operations per symbol. Each of these requires at least one of its operands to be read from memory. Approximately 8.2 of these 18.9 require both operands to be read from memory. Finally, approximately 9.6 require the result to be written back to memory. The cost in weighted operations of these is:
· XOR operations (including one memory read):		4 x 18.9k = 75.4 k
· Additional memory reads:									4 x 8.2k = 32.9 k
· Memory writes:												4 x 9.6k = 38.2 k
The total weighted operations per symbol word is therefore: 146.6 k"
Due to sub-blocking, Raptor can provide very efficient memory handling. The maximum subblock size in TS26.346 is restricted to 256 kByte.
The footprint for the Raptor library is reported to be in the range of 100-150 kByte where a major part of the memory is dedicated to specifying all 8188 systematic indices.
Qualification and Selection Criteria
Qualification
Introduction
TS26.346 defines an application layer FEC for streaming and download services based on IETF RFC5053. The code has very good performance for a many of the use cases. Therefore, any new should provide sufficient benefits compared to the existing code to justify the replacement of the existing code.
Only codes that 
· fulfill all requirements in section 5.1.2, and
· provide sufficient information on the recommendations in 5.1.3
to qualify as a candidate to replace the existing application layer FEC.
[bookmark: _Ref181191855]Requirements
To qualify as a candidate for replacing the existing application layer FEC shall fulfill the following requirements:
· The candidate code shall not perform worse for at least 84 test cases (95% of the 88 test cases) when compared to the existing MBMS FEC.
· The candidate code shall perform better for at least 44 test cases (50% of the 88 test cases) when compared to the existing MBMS FEC.
· For the candidate code object code shall be made available for verification of the performance results and for providing verification of independent encoder and decoder implementations. The code may be offered to interested parties only under conditions that are restricted to the above purpose.
· The FEC code shall be a single code and shall be applicable for download delivery services and streaming delivery services. 
· The FEC code shall be systematic as defined in TS26.346, Annex B1.1.
· The new code shall be an open standard that can be referenced by 3GPP. If it is not a standard, other information shall be provided why the code is not standardized, what are the plans for standardization and when the completion of the standard is expected.
· Sufficient information shall be provided that documents that the decoding complexity of new application layer FEC is in the same range as MBMS FEC RFC5053.
· Sufficient information shall be provided that documents that the necessary decoding memory of a new application layer FEC is in the same range as MBMS FEC RFC5053.
· Sufficient information shall be provided that documents that the foot print of new application layer FEC is in the same range as MBMS FEC RFC5053. 
[bookmark: _Ref181192296]Recommendations
To qualify as a candidate for replacing the existing application layer FEC should fulfill the following requirements:
· Other information on difference in terms of flexibility and applicability of the new application layer should be provided
· Information on available ports and deployments should be provided
If this documentation is not provided there shall at least be justification why this information is not available.
Selection
Introduction
If none of the codes pass the qualification requirements, the existing Application Layer FEC shall be maintained.
If exactly one code passes the qualification requirements, the new code shall replace the existing Application Layer FEC in MBMS.
If multiple codes pass the qualification criteria defined in 5.1, then only one new code shall be selected. To select a single code the one with the higher single Figure of Merit (FoM) as defined in section 5.2.2 shall be applied.
Definition of single Figure-of-Merit
Based on the test cases from above, a single figure of merit is generated. For all 88 test cases, the relative difference of the result of the new application layer FEC and MBMS FEC shall be summed to create a single figure-of-merit. To provide the higher importance for LTE based eMBMS, the relative difference for LTE use cases shall be weighted by a factor of 3.
Proposal
It is proposed to use the evaluation and selection criteria in sections 2-5 for the selection of a new application layer FEC for MBMS.
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