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### 5.4.5 Potential open issues

#### 5.4.5.1 Introduction

Most of the potential questions previously identified in clause 5.4.1 don’t appear to be continuing concerns, as HTTP/3 has been deployed on the Internet at scale. A few open issues are worth noting here.

#### 5.4.5.2 Streaming Protocols taking advantage of HTTP/3 capabilities

Because so many media providers have used HTTP-based transport mechanisms, they have been forced to provide “workarounds” to overcome the TCP-related deficiencies that HTTP implementations were forced to deal with. Confirming with the predominant implementors of HLS, MPEG-DASH, SRT, and even RTP what their timeframes are for versions of these protocols that take advantage of HTTP/3 capabilities would be useful, but these versions are already starting to appear. Preliminary proposals for “Tunnelling SRT over QUIC” [SRT-QUIC], and multiple proposals for RTP over HTTP/3, or even directly over QUIC, have been submitted to the IETF.

#### 5.4.5.3 3GPP-specific impediments to HTTP/3 deployment

One well-recognized impediment to HTTP/3 deployment in the broader Internet is that it is carried over QUIC, which is a well-behaved transport protocol that detects and responds to path congestion, but QUIC runs over the UDP protocol, which is not understood to be well-behaved. Traditional UDP protocols have been query–response protocols, such as DNS domain name resolution ("what is the IP address for this domain name?" followed by "This is the IP address for that domain name"), and normally use well-known port numbers (if you send a UDP packet to port 53, network firewalls will assume that it is a DNS query, and unlikely to cause congestion).

HTTP/3, like any other protocol running over QUIC, will look like a highly encrypted UDP protocol, and it **might** use the UDP port number that matches the TCP port number of the same protocol running over TCP, but that is not a requirement, so network operators often investigate UDP packets being sent to an unfamiliar port number, especially if that traffic does not seem to be simple query-response traffic.

If their investigation is not reassuring, they may block UDP packets being sent to an unfamiliar port number at an unfamiliar IP address, and even if they don’t block that traffic, they may rate-limit the traffic to prevent their network links being overwhelmed by unknown traffic that might not respond to congestion indications. So, on the Internet, HTTP applications that attempt to use HTTP/3 are prepared to fall back to HTTP/2 or even HTTP/1.1 over TCP, which is more reassuring for network operators.

#### 5.4.5.4 Adaptive Streaming clients operating on top of HTTP/3 capabilities

Adaptive streaming clients are implemented to overcome the TCP-related deficiencies that HTTP implementations were forced to deal with. Today’s adaptive streaming clients are typically not aware that they are operating on top of HTTP/3 and QUIC instead of HTTP/1.1 and TCP. In order for the browsers to establish an HTTP/3 connection, they try to initialize both a TCP and a QUIC connection, via “connection racing” techniques that are often inadequate to provide the optimal solution [x2]. Moreover, according to [x1][x2] in current browser implementations during a session there can be a switch to/from TCP and UDP, resulting in a non standard-compliant behaviour of using HTTP/3 over TCP (presumably in a manner similar to [x3]), having a negative impact in performance. A DASH client as documented in clause 13 of TS 26.512 [?] includes some typical functions that may be impacted by operation on top of HTTP/3, in particular:

- *Throughput estimation:* An estimate of the network throughput from the 5GMSd Application Server, which is typically computed as the object size divided by the download time where the download time is the time difference between the first and the last bytes received for that object. According to [DASH-QUIC], measuring the throughput of multiplexed audio and video streams over a single UDP socket results in additional response latency for the (much smaller) audio segments, whose individual throughput is not captured during the calculation of channel throughput. HTTP/3-specific algorithm selection methodologies exist that consider the underlying QUIC connection [x4] [x5].

- *Request Scheduling:* The adaptive streaming client schedules requests under the assumption of TCP operation. It typically operates for example audio and video on two HTTP sessions with separate sockets, and each of the sockets maintains its own independent socket buffer. By contrast, requests for audio and video are typically multiplexed onto a single HTTP/3 session on a single UDP socket with a single socket buffer. Therefore, the HTTP responses from both the streams interfere, and a higher response rate for one stream affects the queuing delay for the responses on the other stream.

Based on these operations, it is important that the adaptive streaming client:

1. Is aware that it is operating on top of HTTP/3.

2. Adapts its operation based on HTTP/3 properties

Details are for further study.

#### 5.4.5.5 5GMS Operation taking advantage of HTTP/3 capabilities

5G Media Streaming provides the ability to support regular OTT media streaming by providing additional and auxiliary information between the Media Session Handler and the 5GMSd AF. Supported functions in Rel-16 include telco CDN, network assistance and for example metrics reporting. It would be appropriate to adjust 5GMS function to HTTP/3 based delivery. As an example, certain DASH metrics are designed for TCP based streaming and would preferably be updated to account for HTTP/3 based delivery. Additionally, novel ABR algorithms designed for HTTP/3 delivery [x5] take in consideration QLOG metrics in their bitrate selection logic.

Editor’s Note: Identify the impact of including QLOG events on 5GMS metrics reporting.
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#### 5.4.5.8 Computational overhead of HTTP/3 clients

Adoption of HTTP/3 can have impact on the UEs due to the processing required for QUIC. In TCP most functions were executed in kernel space, which over the years have been heavily hardware-optimized to handle, while in QUIC most functions have moved to user space.

There are two identified sources for this computational overhead [x6]. First, the in-kernel UDP stack issues many packet reads; this is because each datagram arriving in the link layer is forwarded for processing to the transport layer - i.e., there are no offload mechanisms used like the sender-side Generic Segmentation Offload (GSO), or the generic receive offload mechanism (GRO) that the link layer module combines datagrams into a mega datagram before being forwarded to the transport layer. Secondly, there is increased overhead on processing packets (and as a result in generating responses) due to increased processing required on user-space cause by the first mentioned issue (i.e. all the packets need to be processed individually) combined with managing QUIC ACKs in user-space (instead of kernel-space as with TCP in HTTP/2).

These potential open issues should be taken in consideration because they can impact the QoE and increase the energy consumption of UEs.

END OF CHANGES