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Abstract of the contribution: Proposes architecture/topology for UE-to-UE communication when out of network coverage which is equivalent to the topology necessary to address the service requirements for ProSe when in network coverage.
1. Background and Summary of Proposal
At SA#58 a WID [1] was approved in order to specify a Proximity-based Services feature.  This Proximity Services feature includes the functions of Discovery and Communication.  The use cases described in [2] identify different scenarios for Proximity services.  One group of such cases, for public safety users, involves UE-to-UE communication in the absence of network coverage.

The contribution [3] to SA2#95 looked at the possible ProSe access scenarios and highlighted those possible in the absence of network coverage.  The paper then provided a first consideration of functions normally provided by the 3GPP network that will still be needed in some form or another in the peer-to-peer environment of ProSe.  At SA2#96 the contribution [4] described a public safety key issue of UE-to-UE communication in the absence of network coverage and discussed a "Star" architecture/topology proposed as a solution.

SA2#96 defined, among others, the following ProSe key issues [5][6][7]:

· Key Issue #4: ProSe Direct Communication one-to-one

· Key Issue #12: ProSe one-to-many communications

The ProSe service requirements state that when operating in network coverage the establishment of a user traffic session on a ProSe E-UTRA Communication path and the switching of user traffic must remain under the control of the network.  Thus, even though the user plane may be switched to a direct path between the two UEs, the AS and NAS control planes must remain between the UE and the eNB and between the UE and the MME respectively.
This contribution proposes an architecture/topology (Hybrid Star) for UE-to-UE communication when out of network coverage which is equivalent to the topology necessary to address the service requirements for ProSe when in network coverage.

2
Discussion of Topologies
2.1
Background

Within the 3GPP standard Evolved Packet System (EPS) architecture, the UE may be considered as fulfilling the slave role in a master/slave relationship (or even the client role in a client/server relationship), with the various 3GPP network and application layer entities fulfilling the master/server side of the relationship.  By definition, within a cluster of UEs that are outside of E-UTRAN coverage, no such obvious relationship(s) are apparent.  We believe that there are two basic alternative topologies, shown in Figure 1.
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Figure 1 : Possible network topologies when out of E-UTRAN coverage

2.2
Ad Hoc Topology

In the ad hoc topology any given UE may communicate with any other UE, either serially or concurrently and no particular UE assumes the role of master.  There is no central controlling entity either in the radio access stratum or in network/application layers. Control of radio spectrum access, synchronisation of transmissions and interference coordination would need to be investigated by the RAN WGs and may require different approaches to those currently used for UE( eNB communication where the eNB assumes the role of master. With an ad hoc relationship between all UEs in a cluster there would also need to be a distributed approach to application/call control. An application peer-peer relationship may be manageable where communication is limited to 1:1 calls. However, the complexities associated with an ad hoc (equal peers) topology will be amplified in the case of group call and/or broadcast scenarios. 

2.3
Star Topology

The alternative basic topology considered here is the star (Figure 2).  In the star topology one of the communicating participants temporarily assumes a master role within the cluster of communicating UEs.  Having assumed the master role, this UE will become the hub for communication between UEs within the cluster.  One may assume that the master role could encompass the radio access stratum (i.e. the master UE could temporarily perform the essential functions of an eNB - this would need to be investigated by the RAN WGs). In addition to taking a master role in the access stratum the master UE could assume any residual 3GPP "core network" functionality and any necessary application layer functions (e.g. to manage group call control).

This new category of UE we call a "NodeT" since it can functionally behave like a terminal, and have the physical form-factor of a terminal, but the unit is able, temporarily, to perform many of the functions of an eNB. A unit that is capable of performing the master functions of a NodeT, but is currently functioning as a UE, we call a U-NodeT. Whereas, a unit that is currently operating in the master role we call a B-NodeT.
[image: image2.emf]B-NodeT

U-NodeT

U-NodeT

U-NodeT

Up

Up

Up


Figure 2 : Simple Star topology
When operating as a B-NodeT the NodeT could, conceivably, relinquish all UE functions and operate simply as a "portable eNB".  However, given that the unit will be carried in the field by a public safety officer, it is likely that such a unit would be much more acceptable to that officer, if the unit also performed the functions of an ME.  Therefore, we will assume that B-NodeT units will perform both master and slave roles with a virtual "radio link" connecting the two functional parts.

3
Hybrid Star Proposal
In the basic star topology described above all communication in the cluster passes through the central hub. While there is benefit in having a centralised synchronisation and control function there is no need for all user plane traffic to pass through the hub node. For the out of network coverage ProSe scenario, in this contribution, we propose the adoption of a modification of the star topology. This modified star topology we term a Hybrid Star topology (Figure 3). Our proposed solution (in section 5) shows that by adopting a Hybrid Star topology (for out of coverage operation) there would be a correspondence between the control/user plane paths that would be used for ProSe both when in network coverage and when out of network coverage.
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Figure 3 : Hybrid Star Topology
We assume that the nodes in a ProSe star topology form a local IP network and perform stateless address auto-configuration to acquire an IPv6 address.
At the cost of extra protocol complexity in the NodeT, the B-NodeT could be specified to handle a sufficient sub-set of the RRC and NAS protocols such that any or all of the U-NodeTs, referred to in the above scenarios, could be a standard commercial Rel-12 UE supporting ProSe.
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5. Proposal
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>>>Start Changes<<<<
2
References

The following documents contain provisions which, through reference in this text, constitute provisions of the present document.

-
References are either specific (identified by date of publication, edition number, version number, etc.) or non‑specific.

-
For a specific reference, subsequent revisions do not apply.

-
For a non-specific reference, the latest version applies. In the case of a reference to a 3GPP document (including a GSM document), a non-specific reference implicitly refers to the latest version of that document in the same Release as the present document.

[1]
3GPP TR 21.905: "Vocabulary for 3GPP Specifications".

[2]
3GPP TR 41.001: "GSM Release specifications".

[3]
3GPP TS 22.278:  "Service requirements for the Evolved Packet System (EPS)".

[4]
3GPP TS 22.115: "Service aspects; Charging and billing".

[5]
3GPP TS 23.141: "Presence service; architecture and functional description".

[6]
3GPP TS 33.222: " Generic Authentication Architecture (GAA); Access to network application functions using Hypertext Transfer Protocol over Transport Layer Security (HTTPS)".

[7]
3GPP TS 33.220: " Generic Authentication Architecture (GAA); Generic Bootstrapping Architecture (GBA)".

[8]
3GPP TS 22.468: "Group Communication System Enablers for LTE".
[x]
3GPP TR 22.803: "Feasibility study for Proximity Services (ProSe)".

>>>Next Change<<<<
6.X
Solution X: Hybrid Star Topology for ProSe Communication out of E-UTRAN coverage
6.X.1
Functional Description
6.x.1.1
Hybrid Star Topology
For the out of network coverage ProSe scenario this solution proposes the adoption of a modification of the simple star topology in which there may be a separation of the user and control plane paths. This modified star topology is termed a Hybrid Star topology. By adopting a Hybrid Star topology (for out of coverage operation) there would be a correspondence between the control/user plane paths that would be used for ProSe both when in network coverage and when out of network coverage.
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Figure 6.x.1.1-1: Hybrid Star Topology
In the Hybrid Star topology (Figure 6.x.1.1-1) one of the communicating participants temporarily assumes a master role within the cluster of communicating UEs.  One may assume that the master role could encompass the radio access stratum (i.e. the master UE could temporarily perform the essential functions of an eNB - this would need to be investigated by the RAN WGs). In addition to taking a master role in the access stratum the master UE could assume any residual 3GPP "core network" functionality and any necessary application layer functions (e.g. to centrally manage group call control).

This new category of UE is termed a "NodeT" since it can functionally behave like a terminal, and have the physical form-factor of a terminal, but the unit is able, temporarily, to perform many of the functions of an eNB. A unit that is capable of performing the master functions of a NodeT, but is currently functioning as a UE, is termed a U-NodeT. Whereas, a unit that is currently operating in the master role is termed a B-NodeT.
It is assumed that B-NodeT units will be able to perform both master and slave roles with a virtual "radio link" connecting the two functional parts.
It is also assumed that the nodes in a ProSe hybrid star topology form a local IP network and perform stateless address auto-configuration to acquire an IPv6 address.
At the cost of extra protocol complexity in the NodeT, the B-NodeT could be specified to handle a sufficient sub-set of the RRC and NAS protocols such that any or all of the U-NodeTs, referred to in the above scenarios, could be a standard commercial Rel-12 UE supporting ProSe.
6.x.1.2
Control and Data Paths
6.x.1.2.1
EPS Network Operation
The u-plane and c-plane paths of the standard 3GPP E-UTRAN / EPC master / slave architecture may be represented in simplified form as shown in Figure 6.x.1.2.1-1(a) for two communicating UEs in the same cell. E-UTRAN control plane paths extend from the UE as far as the eNB.  The control plane for the Non-Access Stratum spans the eNB and terminates at the MME.  On the other hand the user plane for the standard model spans the eNB and traverses the Serving-GW and PDN-GW before returning along the same path to the other UE.

The ProSe service requirements [3] state that when operating in network coverage the establishment of a user traffic session on a ProSe E-UTRA Communication path and the switching of user traffic must remain under the control of the network.  Thus, as shown in Figure 6.x.1.2.1-1(b), even though the user plane may be switched to a direct path between the two UEs, the AS and NAS control planes must remain between the UE and the eNB and between the UE and the MME respectively.

Employing a direct path between UEs for user data, as illustrated in Figure 6.x.1.2.1-1(b), may offer the double benefit of relieving traffic both from the access network and from the operator's core network.  An alternative architectural option applicable when both UEs are served by the same eNB, shown in Figure 6.x.1.2.1-1(c), is to locally route the user's traffic between radio bearers served by the same eNB [x].  This latter option has the benefit of relieving the core network of the user traffic for a more widely dispersed population of UEs within the coverage area of an eNB.
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Figure 6.x.1.2.2-1: Comparison of Control and Data Paths - in coverage scenarios
6.x.1.2.2
Hybrid Star Operation
Figure 6.x.1.2.2-1shows the possibilities for control and user plane routing when a cluster of UEs are out of network coverage . In the Hybrid Star topology the user plane could be connected directly between the communicating UEs (Figure 6.x.1.2.2-1(a)) or it could be centrally routed via the coordinating B-NodeT (Figure 6.x.1.2.2-1(b)).  Central routing could be employed if there is, say, a need for a centralised application function to process or coordinate the user data packets.

As can be seen in Figure 6.x.1.2.2-1 there is a correspondence between the control/user plane paths that would be used for ProSe both when in network coverage Figure 6.x.1.2.1-1(b) and Figure 6.x.1.2.1-1(c) and when out of network coverage Figure 6.x.1.2.2-1(a) and Figure 6.x.1.2.2-1(b).
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Figure 6.x.1.2.2-1: Comparison of Control and Data Paths - out of coverage scenarios
The access stratum control plane including functions such as radio spectrum access, synchronisation of transmissions and interference coordination (to be investigated by the RAN WGs) would be controlled by a dynamically chosen local coordinating entity (the B-NodeT).

6.x.1.3
ProSe Bearer Service Architecture
6.x.1.3.1
Standard 3GPP EPS Bearers
For reference purposes the standard (user plane) EPS Bearer service architecture is shown in Figure 6.x.1.3.1-1 and the standard 3GPP EPS Bearer model is given in Figure 6.x.1.3.1-2.
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Figure 6.x.1.3.1-1: Standard 3GPP EPS Bearer Service Architecture
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Figure 6.x.1.3.1-2: Standard 3GPP EPS Bearers Model (TS 23.401)

6.x.1.3.2
D2D Bearers - in coverage
The user plane bearer service architecture necessary to support device to device communications for ProSe (Figure 6.x.1.3.2-1) can be much simpler than the standard architecture summarised in the above section.

[image: image9.emf]UE UE

Ud

E-UTRAN (Prose)

ProSe Radio Bearer

D2D Bearer

UE UE

Uu

E-UTRAN (Prose)

eNB

Radio Bearer Radio Bearer

D2D Bearer

Uu

(a) Direct Communication (b) Locally Routed


Figure 6.x.1.3.2-1: D2D Bearer Service Architecture - in coverage scenario

The D2D Bearer (the ProSe equivalent of an EPS Bearer) may be mapped 1-to-1 to a ProSe Data Radio Bearer in the case of direct communication between UEs, as shown in Figure 6.x.1.3.2-1(a) and Figure 6.x.1.3.2-2.
Note: The terminology uplink (UL) and downlink (DL) has been retained when referring to TFTs and RBs in the Direct Communication case.  However, strictly speaking the concept UL/DL does not apply, but the terms have been retained in order to refer transmissions from a UE and reception at a UE respectively.
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Figure 6.x.1.3.2-2: D2D Bearers Model - Direct Communication
For example:

-
An UL TFT in UE-A binds an SDF to a D2D bearer in the transmit direction. Multiple SDFs can be multiplexed onto the same D2D bearer by including multiple uplink packet filters in the UL TFT.

-
A ProSe data radio bearer transports the packets of a D2D bearer between UE-A and UE-B. Packets transmitted on the ProSe data radio bearer (UL-RB-ID-A1 at UE-A) are received at UE-B and implicitly mapped to DL-RB-ID-B1. 

In the case of in coverage locally routed communication through an eNB the D2D Bearer may be mapped to two concatenated radio bearers with 1-to-1 routing at the eNB, as shown in Figure 6.x.1.3.2-1(b) and Figure 6.x.1.3.2-3.
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Figure 6.x.1.3.2-3: D2D Bearers Model - Local Routing at eNB when in coverage
The eNB stores a one-to-one mapping between the two data radio bearers to create the binding between the data radio bearers in both directions. As in the direct communication case an UL TFT in UE-A binds an SDF to a D2D bearer in the transmit direction and multiple SDFs can be multiplexed onto the same D2D bearer by including multiple uplink packet filters in the UL TFT.
6.x.1.3.3
D2D Bearers - out of coverage
The user plane bearer service to support device to device communications for ProSe when out of E-UTRAN coverage (Figure 6.x.1.3.3-1) may be architected to correspond, in large part, to that employed when in coverage (Figure 6.x.1.3.2-1).

The D2D Bearer may again be mapped 1-to-1 to a ProSe Data Radio Bearer in the case of direct communication between UEs, as shown in Figure 6.x.1.3.3-1(a) and Figure 6.x.1.3.2-2.

There may be coverage benefits or central application processing reasons for routing the user plane through the co-ordinating B-NodeT - this amounts to a restricted form of relay. In this case, two UEs with ProSe control plane connections to the same B-NodeT may locally route user plane communication through the B-NodeT, in which case the D2D Bearer may be mapped to two concatenated radio bearers with 1-to-1 routing at the B-NodeT, as shown in Figure 6.x.1.3.3-1(b) and Figure 6.x.1.3.3-2.

There may be application layer benefits to routing the user plane through the co-ordinating B-NodeT - for instance to accommodate a central controlling group communication application.
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Figure 6.x.1.3.3-1: D2D Bearer Service Architecture - out of coverage scenario
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Figure 6.x.1.3.3-2: D2D Bearers Model - Local Routing at B-NodeT when out of coverage
6.x.1.4
Resilience Strategy
An architecture based upon synchronisation to a master node, and control plane signalling with the master node, is at risk from the potential failure of the master node.  However, strategies may be implemented to alleviate the effects of such a failure.
One such strategy would involve the election of reserve B-NodeT device(s) which would be prepared to assume the role of the master B-NodeT should the latter fail or move out of the coverage area of the remaining UEs in the cluster.  In the background, each UE in the cluster would perform direct discovery to determine which other UEs are in (discovery) range of that UE.  Each UE would then report to the B-NodeT how many other UEs connected to the same B-NodeT they have discovered.  The B-NodeT would then rank order the UEs based upon their potential ability to serve the maximum number of other UEs in the cluster.  Based upon the rankings, the B-NodeT would nominate one or more UEs to act as reserve B-NodeT(s) . The maintenance of an up to date (set of) reserve B-NodeT(s) would be a continual process.
Transfer of the master role to a reserve B-NodeT could be either managed or uncontrolled.  Managed transfer of the master B-NodeT role would occur if the master B-NodeT becomes aware of future mobility or operational reasons that will cause it to be unable to continue to fulfil that role.  One example of uncontrolled transfer would occur if the primary reserve B-NodeT detects the loss of synchronisation signals from the current master B-NodeT at which time the reserve B-NodeT would automatically start to generate synchronisation signals and assume the master B-NodeT role.
6.x.1.5
Higher Layer Functions
In the standard 3GPP architecture many higher layer functions are provided in a centralised core network (or via application servers connected to the CN). Where not required to provide geographically distributed access opportunities, the centralisation of common functions controlling shared resources obviates the need for coordination and synchronisation between the separate entities in a distributed model. The use of a star topology for D2D communications has the benefit that the NodeT, a central entity in a temporary network of communicating UEs, becomes a natural host entity for any higher (application) layer coordinating functions that may be beneficial in order to support group communications.
6.X.2
Procedures

6.x.2.1
Phases of Direct Communication 

A high level representation of the phases appropriate to Direct Communication when out of network coverage is given in Figure 6.x.2.1-1.
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Figure 6.x.2.1-1: Phases of Direct Communication
1) NodeT performs a scan to discover if another NodeT is transmitting Direct Services synchronisation signals in its proximity. The NodeT is unable to detect any such signals and decides to assert master status. The device starts to transmit synchronisation signals as a B-NodeT. (Note: Detailed procedure subject to study by RAN WGs).
2) NodeT performs a scan to discover if another NodeT is transmitting Direct Services synchronisation signals in its proximity. The NodeT detects the signals transmitted by the B-NodeT and performs synchronisation as a U-NodeT. (Note: Detailed procedure subject to study by RAN WGs).

3) The U-NodeT is assigned a link level temporary address from which an IPv6 address may be derived by stateless address auto-configuration.

4) The U-NodeT starts to intermittently transmit presence information in order to facilitate discovery by other NodeT devices. 
5) U-NodeT(A) discovers U-NodeT(B).  U-NodeT(A) sends a D2D bearer establishment request to the B-NodeT.  The B-NodeT transmits an alerting message to U-NodeT(B). B-NodeT assigns semi-persistent radio resources to the D2D bearer and informs both U-NodeT devices of the assigned resources. . (Note: Detailed procedure subject to study by RAN WGs).
6) U-NodeT devices contain pre-configured (or a pre-assigned) security key(s) held in common.  All transmissions on the D2D bearer are sent encrypted.  Only devices with the correct encryption key are able to decipher the received communications thus achieving implicit authentication.

7) The U-NodeT devices transmit and receive user plane IP packets directly using radio resources assigned by the B-NodeT via signals in the control plane. Both U-NodeT devices exchange control signals with the B-NodeT in order to request, receive and acknowledge radio resource allocation information.
6.x.2.2
Direct Discovery under a Hybrid Star Topology 

The basic procedure involved in Direct Discovery based upon the Hybrid Star topology would involve:

1)
UEs announce themselves with their ID and the ID of the B-NodeT to which they are synchronised.
2)
B-NodeT's distribute to their synchronised UEs a list of the IDs of UEs who are also synchronised to that B-NodeT.

3)
UEs detect the UE announcement signals and together with the list of synchronised IDs received from the B-NodeT build up a table of discovered UEs.  Discovered UEs will be of three types which will determine the approach taken by the UE to initiate communication:

a)
UEs connected to the same B-NodeT and within direct discovery range (so direct u-plane communication is possible).

b)
UEs connected to the same B-NodeT but not detected by direct discovery (so u-plane communication is only possible through the B-NodeT)

c)
UEs detected by direct discovery but not connected to the same B-NodeT (communication requires synchronisation to the B-NodeT indicated by the target UE in its announcement signal).

Editor’s Note: Further high-level operation, procedures and information flows for the solution may be added in the future.
6.X.3
Impact on existing entities and interfaces

The solution has no specification impact on existing EPC entities.

The solution proposes a new type of entity (NodeT) which combines the functionality of a UE with a subset of the functionality of an eNB and which may dynamically switch interface roles. When functioning simply as a UE the NodeT is termed a U-NodeT. When performing the central coordinating role in a cluster of devices the NodeT is termed a B-NodeT.
NodeT entities will communicate over two new interfaces (Uc and Ud) which will be based upon the Uu interface. A U-NodeT will communicate with a B-NodeT over the Uc interface, whereas a pair of U-NodeTs will communicate using the Ud interface.

The solution proposes that Rel-12 UEs support the Uc interface in order to provide inter-operability between UEs and NodeTs.

6.x.4
Solution evaluation

A hybrid star topology architecture solution includes the following benefits:

-
Offers the possibility that the radio interface could be based upon the current Uu interface (requires investigation by RAN WGs).
-
A synchronised cluster of UEs may reduce interference within the cluster and allow more efficient usage of the physical resource (requires investigation by RAN WGs).
Provides a central entity through which group and broadcast communication may be routed in a coordinated manner.
-
Inherently supports single hop ProSe UE-to-UE Relay,
-
Provides a host entity to support client/server and proxy based application support matching the support provided by the EPC and IMS when in E-UTRAN coverage,

Editor’s Note: The fulfilment of requirements in section 4.2 needs to be evaluated. 

>>>End of Changes<<<<
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