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Abstract of the contribution: This paper clarifies the difference between load balancing and overload control features, and discusses open issues related to periodic vs. threshold-based monitoring/update and query vs. report mode for monitoring.
1. Introduction

The following Editor's Note is present in section 5.2.1 (Load Detection Function):
Editor's Note: The feasibility for the LDF to obtain load information via some periodic monitoring mechanism (query or report) is for further study.

SA2#72 approved the removal of the following Editor's Note from 5.2.1 (cf. S2-092511), but it is still present in v0.5.1 due to an implementation error:

Editor's Note: Whether it would be better for the LDF to provide load information to the DNS via some periodic reporting mechanism or via some threshold crossing indication mechanism is for further study.
The following Editor's Notes are present in section 5.2.2.1 (Information flow for P-CSCF load balancing):

Editor's Note: Whether it would be better for the P-CSCFs to provide load information periodically or only on threshold crossings, or for the LDF to query load information on a periodic basis is for further study.
Editor's Note: Whether it would be better for the LDF to provide load information to the DNS via some periodic reporting mechanism or via some threshold crossing indication mechanism is for further study.

The following Editor's Note is present in section 5.2.3.2 (Information flow of S-CSCF load balancing at Initial Registration):

Editor's Note: Whether it would be better for the S-CSCFs to provide load information periodically or only on threshold crossings, or for the LDF to query load information on a periodic basis is FFS.
Two issues are raised by these Editor's Notes:
-
Whether the load monitoring and DNS update should be periodic or threshold-based
-
Whether the load monitoring should be done by the LDF querying the nodes, or by the nodes reporting to the LDF.
This paper aims at discussing and concluding on these two issues.
2. Discussion

2.1. Load balancing vs. overload control

It has become apparent during the discussions on IMS Evolution WI that confusion between load balancing and overload control occurs frequently. While these two concepts are both critical to the deployment of a carrier-grade telecommunication network, they may serve different goals and may have different technical realization. Therefore, it becomes necessary to clearly distinguish these two potential features in the TR, by adding the following definitions:

Overload Control: technique to react to the near-congestion state of a network node, by blocking or redirecting traffic bound to this node when its load exceed a certain threshold, in order to avoid congestion.

Load Balancing: technique to distribute workload evenly across two or more network nodes implementing the same functions, in order to get optimal resource utilization, and to avoid as much as possible the need to activate Overload Control for one of these nodes.

It is to be noted that an operator may decide to deploy only one of these two features, or both together (or none of them). For example:

-
an operator could decide to deploy Overload Control and consider that Load Balancing is not needed, because even if the load is not distributed evenly across network elements, its main goal is to avoid congestion and Overload Control is enough for that
-
another operator could decide to deploy Load balancing, e. g. because it would like to add network elements one by one as its traffic grows. In this case, when this operator puts a new equipment in service, it is desirable that this new equipment immediately start taking its share of the overload network workload, without waiting for one other equipment to reach the overload threshold.

-
having deployed Load Balancing, this operator could consider that Overload Control is not absolutely necessary, because the load being constantly shared evenly, there is little risk that one node become overloaded. This operator however needs to deploy more equipments than what is necessary to absorb the nominal traffic load, in order to cope with exceptional load peaks (e.g. disaster, New Year's day, etc).
- 
yet another operator having deployed Load Balancing could prefer to trade CAPEX for quality of service, by accepting that some traffic be rejected as soon as the traffic is above normal values. This operator would dimension its network according to normal traffic conditions, and deploy Overload Control in order to avoid congestion when the requested traffic exceeds the capacity of the network.
2.2. periodic vs. threshold-based
It is to be noted that a threshold crossing indication does not allow Load Balancing to be performed correctly, because no load information is conveyed as long as the load is below the threshold. For example, is the threshold is set to 70%, one node has 1% load and another node has 69% load, the LDF would not have any information on these load it would not be possible to balance the loads.
The following observations are made related to the respective characteristics of periodic and threshold-based monitoring/update modes:
	monitoring / update mode
	Periodic
	threshold-based

	Possible in "report" mode
	Yes
	Yes

	Possible in "query" mode
	Yes
	No

	Applicable to Load Balancing
	Yes
	No

	Applicable to Overload Control
	Yes
	Yes

	Load added on node
	Constant, negligible compared to the workload caused by normal operations of a CSCF such as SIP routing 
	Only when the load threshold is reached


2.1. query vs. report

"Query" mode (where the LDF would query the network nodes for their load) has the advantage of being widely implemented in networking and telecommunications equipments for their supervision: most of these equipments implement SNMP monitoring, which works in query modes.

However, "report" mode (where the nodes report their load to the LDF) may have technical advantages over "query" mode, such as the possibility to be threshold-based, which could justify to add such feature in IMS nodes.

LDF architecture should be flexible enough to work with "legacy" network nodes with minimal impact on these nodes and with nodes supporting advanced monitoring features. 
Consequently, the LDF shall support both "query" and "report" modes, and adapt to what each CSCF supports.
3. Conclusion

Based on the above analysis, it is proposed to:
-
Add definitions for Load Balancing and Overload Control

-
Clarify the applicability of periodic and. threshold-based monitoring mode in the general LDF section
-
Add a Note related to the load impact of periodic monitoring
-
Mention that periodic monitoring is used for Load Balancing

-
Mention that both "query" and "report" monitoring modes are possible for P-CSCF and S-CSCF Load Balancing

-
Not preclude that threshold crossing indication can be used for Overload Control

-
Delete the Editor's Notes resolved by these changes.
4. Proposed changes to TR 23.812

Change #1
3.1
Definitions

For the purposes of the present document, the terms and definitions given in TR 21.905 [1] and the following apply. A term defined in the present document takes precedence over the definition of the same term, if any, in TR 21.905 [1].
Load Balancing: technique to distribute workload evenly across two or more network nodes implementing the same functions, in order to get optimal resource utilization.
Overload Control: technique to detect and react to the near-congestion state of a network/node.
Congestion Control: a set of actions taken to relieve congestion by limiting the spread and duration of it. (ITU-T Recommendation I.113, definition 703)



Change #2
5.2.1
Load Detection Function (LDF)

Currently, IMS network cannot monitor the state of P/S-CSCF’s workload. In order to perform overload detection and resolution and/or Load Balancing between P-CSCFs or S-CSCFs, a new function called Load Detection Function (LDF) is proposed to dynamically monitor and store the load information of all P-CSCFs and S-CSCFs, (e.g., CPU and Memory Usage, currently supported number of users, or service related factors). The information can be used for P/S-CSCF selection.

The functions of LDF include:
· Monitor and store the dynamic load information of network entities( e.g., P-CSCF, S-CSCF) in an operator’s domain;
NOTE: Periodic monitoring can be used for LDF to obtain dynamic load information of network entities; this is particularly applicable when the LDF is used for Load Balancing. Threshold crossing indication mechanism can be used for LDF to obtain load information of P/S-CSCFs, when their load exceeds a pre-defined threshold; this is particularly applicable when the LDF is only used for Overload Control. 

· Provide a high-load P-CSCF with the address of a low-load P-CSCF to redirect a UE to that low-load P-CSCF;
Editor's Note: Whether load impacts on P-CSCF selection should be taken into account in the initial selection or be based on redirection mechanisms is for further study.
· Provide I-CSCF with the dynamic load information of S-CSCFs to select an appropriate S-CSCF;
· Update the dynamic load information of network entities (e.g., P-CSCF, S-CSCF) to DNS.

The figure below illustrates the interfaces of LDF. A P-CSCF or S-CSCF periodically reports its dynamic load information to LDF via Lp/Ls interface. A P-CSCF can obtain the address of another P-CSCF in low-load state from LDF via Lp interface. An I-CSCF can obtain the load information of relevant S-CSCFs from LDF via Li interface. LDF can periodically update dynamic load information of the network elements to DNS via Ld interface, and DNS UPDATE mechanism defined in RFC 2136 can be reused to implement this functionality (Refer to Annex A).

[image: image1]
Fig 5.2-1 LDF Interfaces
NOTE: Considerations need to be made for the redundancy and reliability mechanisms for the LDF to ensure the availability of the LDF.
Periodic monitoring of a CSCF's load induces an additional workload on this CSCF. Monitoring shall be designed in such a way that such added workload is negligible compared to the workload caused by normal operations of the CSCF such as SIP routing.
Editor's Note: The network management related issues should be transferred to SA5 for discussion. The relation between the LDF based load balancing mechanism and the existing network management system is for future study. 

Editor's Note: It is FFS whether or not the LDF should be defined as a separate logical entity or as a function of the CSCFs.
Change #2
5.2.2
P-CSCF Load Balancing 

5.2.2.0 
General
In order to achieve the Load Balancing between P-CSCFs, Load Detection Function (LDF) is utilized to dynamically monitor and store the load information of all P-CSCFs, e.g., CPU Utilization and Memory Usage. An interface is added between LDF and DNS to update P-CSCF load state periodically. 

The P-CSCF Load Balancing mechanisms implemented by the LDF are:
· Monitor and store the dynamic load information of P-CSCFs. This is achieved either by querying each P-CSCF, or by collecting information reported by the P-CSCFs.
· Update the dynamic load information of P-CSCFs periodically to DNS.
The figure below shows the ‘Ld’ interface between LDF and DNS, and LDF updates the dynamic load state of P-CSCF via Ld interface. A P-CSCF periodically updates its load information to LDF via Lp interface.

[image: image2]
Fig 5.2-2: LDF Interfaces with P-CSCF and DNS
5.2.2.1 
Information flow

[image: image3]
Fig 5.2-3: Information flow for P-CSCF Load Balancing
1. P-CSCF-1, P-CSCF-2 and P-CSCF-3 notify the dynamic load information to LDF periodically.

2. LDF updates the load state of the relevant P-CSCFs to DNS on a periodic basis.

3. UE initiates an address query for P-CSCF to DNS. 
4. DNS implements some Load Balancing algorithm and return the address of a relatively low-load P-CSCF-1. If all available LDFs go out of service for some reason, DNS is required to be aware of this failure and fall back to the static P-CSCF assignment mechanism (e.g., round robin) without considering load information.
5. UE sends IMS registration request to P-CSCF-1.
Editor's Note: A DNS update mechanism may require reducing caching time to a very short period (or 0) for CSCF names in order to get as up to date information as possible on the CSCF with the least load. However, reducing DNS caching time will increase DNS requests in operator networks, so care should be taken to find an acceptable trade-off between update-to-date information and DNS traffic increase.
Change #3
5.2.3.2
Information flow of S-CSCF Load Balancing at Initial Registration
Fig 5.3-4 shows an information flow where a relatively low-load S-CSCF is selected during IMS initial registration.
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Fig 5.2-4: Infromation flow for S-CSCF Load Balancing at initial registration

1. LDF interacts with the S-CSCFs in the same domain to obtain dynamic load informaiton of S-CSCFs. This is achieved either by querying each S-CSCF, or by collecting information reported by the S‑CSCFs.

2. I-CSCF receives a IMS registration request from a UE.
3. I‑CSCF sends the Cx query to the HSS to find an appropriate S-CSCF.
4. I-CSCF receives a Cx response, which contains the server capabilities, from HSS if no S-CSCF is assigned to the user.
5. I-CSCF sends a request, which should contain a perferable S-CSCF list, to LDF for the load information of the S-CSCFs in the list. If all available LDFs go out of service for some reason, I-CSCF would detect LDF failure quickly and fall back to the mechanism defined in Rel-8, i.e. depending on the server capabilities returned in step 4.
6. I-CSCF receives a response with the load information of the preferable S-CSCFs from LDF.
Editor's Note: DNS could be used in Step 5 and 6. This is FFS.
7. I-CSCF performs a S-CSCF selection with the consideration of S-CSCF load information.
8. I-CSCF sends the IMS registration request to the selected S-CSCF.
End of changes
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