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Abstract of the contribution: This paper provides text to Clause 5.6.3.1.1.1 for the CN initiated RESET (UTRAN) procedures of the Intermediary Node Functions for the ‘Intra Domain Connection of RAN Nodes to Multiple CN Nodes’.
Discussion
Recommendation

It is proposed to update the following text into the latest version of TR 23.823 for the study of the ‘Intra Domain Connection of RAN Nodes to Multiple CN Nodes’.
*** begin of the changes ***
5.6.3
Handling of connectionless messages

The following are RANAP connectionless messages.

5.6.3.1
UTRAN

5.6.3.1.1
RESET
5.6.3.1.1.1
UTRAN Initiated RESET

5.6.3.1.1.2
CN Initiated RESET


[image: image1]
Figure 5.6.3.1.1.2.1
RESET procedure initiated from part of the MSC Servers
In the event of a failure at the CN, which has resulted in the loss of transaction reference information, a RESET message shall be sent to the RNC. On receipt of the RESET message, the UTRAN releases affected Radio Access Bearers and clears all the affected references.
If the NNSF is deployed above the UTRAN, the NNSF node should discard the RESET message which is sent from only part of the MSC, and isolate these MSC for period of time. During the period, the NNSF node does not transfer any message towards the isolated MSC. The affected Radio Access Bearers and the affected references with the isolated MSC will be release during the isolation period by some mechanisms, e.g. SCCP Inactivity Test procedure.
If the NNSF received RESET messages from all the 
MSC Servers towards a RNC node within the MSC Pool Area during the period of the isolation, the NNSF node sends a RESET message to the destination RNC. On receipt of the RESET ACKNOWLEDGE message from the RNC, the NNSF node forwards the RESET ACKNOWLEDGE message to all the MSCs.

[image: image2]
Figure 5.6.3.1.1.2.2
RESET procedure initiated from all the MSC Servers

Note:
If the RNC connects with multi-NNSF nodes, the RESET message should be sent to a indicate NNSF node via O&M system. All the MSC should send the RESET message to the same NNSF node towards the same RNC.

*** End of the changes ***
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Forward the RESET ACKNOWLEDGE message to all the MSC
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On receipt of Reset message from all the MSC within a period TIME
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On receipt of Reset message from part of the MSC, the NNSF node discards RESET message and isolates these MSC for period of time
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