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[bookmark: _Toc170194585][bookmark: _Toc178074903]* * * Start of Changes * * *
5.18	Support for UE positioning based on a ML Model at the LMF
[bookmark: _Toc185596896]5.18.0	General
The LMF may calculate the UE location and estimate the achieved accuracy by using LMF-based AI/ML Positioning. When receiving the request from AMF for determining a UE location, the LMF selects an appropriate positioning method as described in clause 5.2 to determine the result of the positioning. The result of the positioning may be calculated by using LMF-based AI/ML Positioning ML model supported by LMF. The LMF collects input data from UE or NG-RAN for the LMF-based AI/ML Positioning to perform location calculation and provide the location to the consumer.
NOTE 1:	Whether to select LMF-based AI/ML Positioning for location result calculation is determined by LMF.
NOTE 2:	The specific measurement data collected by LMF from UE and NG-RAN for LMF-based AI/ML Positioning are in the scope of RAN specifications and not in the scope of this specification.
Editor's note:	What input data collected from UE and NG-RAN to LMF for LMF-based AI/ML Positioning will be determined by RAN WG1. How to collect the input data for LMF-based AI/ML Positioning calculation need coordination with RAN WGs.
The ML model that is used for LMF-based AI/ML Positioning in LMF may be trained by LMF. The trigger for data collection and for model training in LMF is up to implementation. LMF collects input data from UE for ML model training is as described in clause 6.22.2. The LMF collects input data from NG-RAN for ML model training is as described in clause 6.22.3.
The LMF may also request a trained ML model for LMF-based AI/ML Positioning from NWDAF containing MTLF as described in clause 6.22.5. The LMF discovers a suitable NWDAF containing MTLF via NRF as described in clause 5.2 of TS 23.288 [37] with the following considerations:
· The LMF may provide the positioning case information.
· the LMF provides an Area of Interest, and may provide the ML Model Interoperability indicator to discover  an NWDAF that can provide an AI/ML Model that the LMF can run. 
· The LMF may requests a NWDAF with ML Model accuracy checking capability to be able to report to LMF that the model is degraded (i.e. for ML model performance monitoring).
NOTE 3:	Other NWDAF discovery parameters listed in clause 5.2 of TS 23.288 [37] such as Analytics ID, FL capability type and related time period, S-NSSAI or any roaming capabilities are not included by LMF.
Editor's Note:	The types of LMF-based AI/ML positioning model (e.g., per positioning case) is FFS, which needs to be coordinated with RAN WGs.
The LMF requests the NWDAF containing MTLF to provide an ML Model for LMF-based AI/ML Positioning as described in clause 6.2A of TS 23.288 [37] with the following considerations:
-	The LMF provides the following input parameters in the Nnwdaf_MLModelProvision_Subscribe or Nnwdaf_MLModelInfo_Request:
-	LMF-based AI/ML positioning indication.
-	Optionally, Vendor ID, ML Model Filter Information (e.g. Area of Interest), -	The Notification Target Address to receive the ML Model, the pPositioning case information, and the Target of ML Model Reporting set to any UE., ML Model Target Period, Time when model is needed, Inference Input Data information and ML Model Monitoring Information.
-	If vendor specific information is needed to allow running the ML Model, then the ML Model Interoperability Information,.
-	If the LMF supports multiple AI/ML Models, indication of the supporting for multiple AI/ML Models, optionally with the maximum nNumber of ML Models and Accuracy level(s) of Interest.
Editor's note:	Whether multiple model identifiers can be provided is FFS.
The NWDAF containing MTLF collects input data to perform the ML model training as described in clause 6.22.4, and the NWDAF containing MTLF performs ML model provision to LMF as described in clause 6.2A of TS 23.288 [37] with the following considerations:.
-	The NWDAF containing MTLF provides the ML Model identifier and ML Model Information for the ML Model for UE Positioning, and optionally, the following parameters:
-	ML Model Filter Information and/or Target of ML Model Reporting, if the ML Model provisioning request includes multiple ML Model Filter Information and/or Target of ML Model Reporting;
-	iIndication of whether the ML Model identifier is updated (e.g. retrained ML model)if model is retrained and optionally .
-	Validity period, Spatial validity, Training Input Data Information, the ML Model accuracy Information.
-	Some parameters related to the AI/ML Model to be trained, such as the requested representative ratio of the provided list of SUPIs or the ML Model Target Period and desired model metrics.
Editor's note:	The collected input data for LMF-based AI/ML Positioning model training will be determined by RAN1. How to collect the input data for LMF-based AI/ML Positioning model training need coordination with RAN WGs.
Once the ML model for LMF-based AI/ML Positioning is trained and located available in the LMF, the LMF may use it to perform UE Positioning after receiving a location determination request from AMF.
Editor'´s note:	Whether user consent for UE positioning calculation is needed apart from the existing GMLC check of the LCS privacy profile is FFS.
For ML model training, performance monitoring and UE positioning calculation using LMF-based AI/ML Positioning, the LMF checks with UDM the user consent status before collecting UE related data , see clause 6.22.3 and clause 6.22.4.
Either LMF or NWDAF containing MTLF may perform performance monitoring for LMF-based AI/ML Positioning. When the ML model that is used for LMF-based AI/ML Positioning is trained by LMF the LMF monitors the performance of the ML model. When the ML model that is used for LMF-based AI/ML Positioning in LMF is trained by NWDAF containing MTLF, then the NWDAF containing MTLF monitors the performance of the ML model. LMF may determine whether to use the LMF-based AI/ML Positioning to perform location calculation based on the model performance monitoring result. LMF or the NWDAF containing MTLF may also trigger the ML model retraining in the training entity based on the result of model performance monitoring result.

* * * Next Change * * *
[bookmark: _Toc185596894]5.18.2	AI/ML model performance monitoring for LMF-based AI/ML Positioning
When the AI/ML model that is used for LMF-based AI/ML Positioning is trained by LMF, the LMF may perform performance monitoring for AI/ML model by collecting the measurements data and ground truth data of PRU(s)/UE(s) by using the procedures of data collection for LMF-based AI/ML Positioning as specified in clause 6.22.2 or clause 6.22.3. Before collecting the data from UE(s), LMF needs to check the user consent in UDM, however LMF does not need to check user consent for data collected from PRU. LMF calculates the location information based on the collected measurement data by using AI/ML model. Based on the calculated location information and ground truth data, LMF evaluates the AI/ML model performance to generate the performance monitoring result. The result may trigger LMF to change the positioning method, e.g. from LMF-based AI/ML Positioning to the legacy positioning, or retrain the AI/ML model in LMF.
When the AI/ML model that is used for LMF-based AI/ML Positioning in LMF is trained by NWDAF containing MTLF, then the NWDAF containing MTLF may monitor the performance of the AI/ML model as specified in clause 6.2E.4 of TS 23.288 [37].

* * * End of Changes * * *

