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Abstract:
Propose new key issues to address dynamic delay (i.e. increased latency, variable delay to NG/S1 interface) affected interface/protocol enhancements when the RAN node is onboard.
1. Introduction/Discussion
This key issue is proposed based on WT#1 as below as proposed in FS_5GSAT_ARCH_Ph3 SID.
	WT1: Regenerative payload generic architecture study

WT-1.1: Study and identify any impacts on 5GS and EPS for the scenario with gNB/eNB embedded on the satellite.


In the case of R17 (IoT NTN, NR NTN), where the RAN node is situated on the ground, the transmission between the RAN node and the CN can be accomplished through either optical fiber or a fixed line. The delay budget for this transmission can be either negligible or viewed as a fixed and predefined value that can be preconfigured. 
In the case of R18 (SATB), the NG interface is carried by the combination of fixed/fiber line on the ground and satellite’s service and feeder link. There is a variable NG interface with enlarged delay. SATB delay is necessary to be compared with regenerative payload. R18 SATB architecture is not applicable to IoT NTN, enhancements on IoT NTN when eNB is onboard should also be considered.
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Fig 1: interface comparison between transparent model payload and regenerative payload
However, in the context of R19 NTN, there is a notable shift in the setup, where the RAN is required to be onboard in satellite, resulting in remarkable changes in the interface between RAN node and CN, there are 2 aspects that affect:
·  Increased Latency: RAN node onboard inherently introduces latency due to the long-distance transmission of signals to and from space between RAN node and CN. This increased latency affects the NG/S1 interface for both control and user plane. 
·  Variable Delay: gNB onboard is subject to variable delays caused by factors such as signal propagation through space, satellite orbits, and signal routing (e.g. taking ISL into account). This variability can result in unpredictable delays on the NG/S1 interfaces, impacting the quality of service for time-sensitive applications.
Below table gives a comprehensive comparison regarding the delay:

Table: comparison of delay in different architectures
	
	RAN and CN, control plane
	RAN and CN, user plane
	NAS/E2E QoS

	
	N2
	S1-C
	N3
	S1-U
	

	R17
	Fixed value
	Fixed value
	Fixed value
	Fixed value
	Service link + Feeder link + fixed

	R18 SATB
	(Service link + feeder link) + fixed
	
	(Service link + feeder link) + fixed
	
	Service link + feeder link + fixed + Uu link

	R19 
	Feeder link (v) + fixed
	Feeder link (v) + fixed
	Feeder link (v) + fixed
	Feeder link (v) + fixed
	Service link + Feeder link + fixed

	R19 + ISL
	Feeder link (v) + fixed + ISL
	Feeder link (v) + fixed + ISL
	Feeder link (v) + fixed + ISL
	Feeder link (v) + fixed + ISL
	Service link + Feeder link + fixed + ISL


· N2/N3 handles signaling/data between the gNB and the core network. The delay is longer than the delay  comparing to R17 architecture, and variable when the RAN node is flying. Besides, this delay is lacking a service link latency compared to R18 SATB. 
· S1-C/S1-U is responsible for user data transmission. The delay is longer than the delay compared to R17 architecture, and variable when the RAN node is flying. 
· NAS/End-to-end QoS considers the latency between UE can core network (AMF/MME for NAS, UPF/S-GW for QoS). R19 regenerative with no ISL situation can take R17 architecture as a baseline, while if ISL is introduced, the impact of ISL will play a role on delay.
Regarding the above analysis, when a satellite is onboard and integrated into a mobile communication network, it introduces challenges related to latency, variable delay on NG/S1 interfaces, which are needed to be addressed to provide reliable and efficient communication services to users in satellite-connected regions.
2. Text Proposal
It is proposed to capture the following changes in TR 23.700-29.
* * * * First Change (all new text) * * * *
5.X
Key Issue #X: dynamic delay impacts on the NG/S1 interfaces
5.X.1
Description
When RAN node is onboard, there is substantial differences in the interface between the RAN node and the core network compared to the scenario where the RAN node is located on the ground and connected to the CN with a static and fixed configuration,
· Increased latency: With the RAN node onboard, there is increased latency as the backhual connection between the RAN node and CN is much longer than that of transparent mode satellite payload
·  Varible delay: The delay is varibale because of the characteristics of NGSO satellite orbits around the Earth and dynamc satellite backhualing
Table: comparison of delay in different architectures
	
	RAN and CN, control plane
	RAN and CN, user plane
	NAS/E2E QoS

	
	N2
	S1-C
	N3
	S1-U
	

	R17
	Fixed value
	Fixed value
	Fixed value
	Fixed value
	Service link + Feeder link + fixed

	R18 SATB
	(Service link + feeder link) + fixed
	
	(Service link + feeder link) + fixed
	
	Service link + feeder link + fixed + Uu link

	R19 
	Feeder link (v) + fixed
	Feeder link (v) + fixed
	Feeder link (v) + fixed
	Feeder link (v) + fixed
	Service link + Feeder link + fixed

	R19 + ISL
	Feeder link (v) + fixed + ISL
	Feeder link (v) + fixed + ISL
	Feeder link (v) + fixed + ISL
	Feeder link (v) + fixed + ISL
	Service link + Feeder link + fixed + ISL


In order to enable RAN node onboard, the following aspects need to be studied:
-
Identify and address the variable delay affected N2/N3 interface impacts, taking into account both scenarios with and without ISL impacts.

-
Recognize and resolve the increased latency and variable delay affecting the S1-C/S1-U interface, considering the presence or absence of ISL impacts.

-
Identify and solve the ISL-related impacts on NAS/QoS for both signalling and data transmission.
* * * * End of changes * * * *
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