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[bookmark: _Hlk514274591]1		Discussion
This P-CR provides a Key Issue for the following work tasks on the agreed FS_AIML_CN.
WT2:  Study whether and what potential enhancements are needed to enable 5G system to assist in collaborative AI/ML operation involving 5GC/NWDAF and/or AF for “Vertical Federated Learning (VFL)”. The work will be based only on and limited to the scope of justified use cases. 
NOTE 7: RAN and UE aspects are out of scope. Solutions based on interactions between the application client and 5GS are out of scope. The necessary communication between AF and UE application client to support the collaborative AI/ML operation is understood as no normative procedure impact. Horizontal FL procedure defined in R18 should be taken into account and reused whenever possible.
NOTE 8: coordination with SA6 is required.
[bookmark: _Hlk145365979].
2		Proposal
The following key issue is proposed.
******************************** First change (all new text)  *******************************
[bookmark: _Toc101170915][bookmark: _Toc8115][bookmark: _Toc101336981]6.x	KI#x: Supporting Vertical Federated Learning (VFL) in 5GS
[bookmark: _Toc101170916][bookmark: _Toc552][bookmark: _Toc97269611][bookmark: _Toc101336982]6.x.1	Description
In Release 18 support of Horizontal Federated Learning (HFL) for Model Training has been defined. Horizontal federated learning, or sample-based federated learning, is introduced in the scenarios that data sets share the same feature space but have different samples. In 5GS, the NWDAF MTLF acting as a Federated Learning coordinator identifies and selects (local) NWDAF MTLF that can parciticate in the FL process that can provide data related to specific Event ID(s) (which are associated to specific features) at different sampling areas. Each (local) MTLF trains a (local) ML model (with each local MTLF holding the same ML model) and provides trained models (or the corresponding weights) to the NWDAF MTLF acting as a coordinator. The NWDAF MTLF acting as a coordinator updates a global ML model and provides the updated model parameters to each local MTLF to assist in local training. The FL process continues until the global model is trained according to the confidence requested by an NWDAF AnLF. 
On the other hand, Vertical Federated Learning or feature-based federated learning is applicable to the cases that two data sets share the same sample space but differ in feature space. There are different types of VFL operations defined (e.g., non-Split VFL, Split-VFL, VFL with a coordinator). An example is shown below:

 
Figure 6.x.1-1 vertical FL (VFL) example (VFL with FL coordinator)
In contrast to HFL, each Model Training Function is located in an isolated domain and trains its own model (or part of the model) and exchange intermediate results with Model Training Function from other domains. Each Model Training Function independently computes gradients for the model. The exchange is carried out directly or via a coordinator.
The main objectives are as follows:
-	Identify use cases for supporting VFL (e.g., between AF and NWDAF/5GC)
-	Define procedures for VFL operations between participating entities (i.e.. between AF and/or OAM and/or NWDAF/5GC) with particular focus on the following:
-	Study the registration and discovery of NWDAF supporting Vertical Federated Learning
-	Study how AF and/or OAM and/or NWDAF determine model training is required using Verticial Federated Learning 
-	Study how AF and/or OAM and/or NWDAF/5GC and which function carries out data alignment for VFL operation. 
-	Study how AF and/or OAM and/or NWDAF/5GC exchange intermediate results to assist each in model training either using a VFL coordinator or via direct exchange.
-	Study whether and how to perform performance (e.g., network performance and model performance) monitoring of the NWDAF Vertical Federated Learning operation.
NOTE 1:	Procedure will re-use as much as possible the existing procedures defined for HFL in 3GPP TS 23.288 [x].
NOTE 2:	RAN and UE aspects are out of scope. Solutions based on interactions between the application client and 5GS are out of scope. The necessary communication between AF and UE application client to support the collaborative AI/ML operation is understood as no normative procedure impact.
NOTE 3: Coordination with 3GPP SA6 is required.

******************************** End of change *******************************
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