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Abstract of the contribution: Proposal for a new KI for WT#2, Vertical Federated Learning (VFL) 
1	Discussion
[bookmark: _Hlk513714389]The Rel 18 Horizontal FL among NWDAFs may address the security/privacy issues when data cannot be directly collected by the FL server NWDAF due to reasons such as the data producer NF is from a different vendor than the FL server NWDAF or the data producer NF is in a different serving area than the FL sever NWDAF for which a FL client NWDAF from the same vendor or in the same serving area is leveraged. However, to locally train the required ML model, each FL client NWDAF still needs to either collect local data from the local data producer NFs (e.g., NFs in its serving area) or leverage the available local data set from previously collected data. It may happen that the client NWDAFs cannot collect same data features from the data producer NFs due to data security/privacy/access-rights concerns. In this case, training dataset should be divided vertically to perform Vertical Federated learning. Therefore, it is important to study how to partition training data in the feature space. For example, when ML training of VFL is based on AF, AMF and SMF training data, the training data can be divided based on NF type or domain. In one approach, ML model training functions in AF domain can train ML model locally based on AF data and client NWDAFs in 5GC can train ML model locally based on both AMF and SMF data (Training data is partitioned in two domains). In another approach, ML model training functions in AF domain train ML model locally based on AF data, some client NWDAFs in 5GC train ML model locally based on SMF data, another client NWDAFs in 5GC train ML model locally based on AMF data (Training data is partitioned based on NF types, i.e., AF, AMF and SMF have same samples but different features).

2. Proposal
It is proposed to capture the following key issue into TR 23.700-84
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[bookmark: _Toc22214903][bookmark: _Toc23254036]5	Key Issues
[bookmark: _Toc435670433][bookmark: _Toc436124703][bookmark: _Toc509905226][bookmark: _Toc510604403][bookmark: _Toc22214904][bookmark: _Toc23254037]5.X	Key Issue #X: 5GC Assistance to Vertical Federated Learning with 5GC and AF
[bookmark: _Toc22214905][bookmark: _Toc23254038]5.X.1	Description
- How to partition training data vertically in the feature space for the VFL (e.g., based on data producer NF type)?
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